
Zero-Shot Dense Retrieval with Contrastive Dual Learning

Motivation: Improve Dense Retrieval 

Methods & Directions

Conclusion & Future Work

• Dual training might benefit zero-shot performance of 
dense retrieval model

• Employ techniques on better baselines and even 
improve training of cross encoder teachers
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In-domain Evaluation on MS MARCO

Zero-Shot Evaluation on BEIR
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• Both query retrieval and document retrieval
• Learn better query embedding space

Query Document+, Document-, …, Document-Learn P(d|q)

Only aligning query to relevant documents,
What about query embedding space? 

Document Query+, Query-, …, Query-Learn P(q|d)

Goal: Better Embedding Space

Experiments and Results

Part 1. Cross-Encoder Knowledge Distillation

[1*] Diagram from Contrastive Dual Learning for Approximate Nearest Neighbor (DANCE)

Representation that pushes document away from negative queries

Part 2. Multiple Negative Ranking Loss
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Next Step: Distillation + Multiple Negative Loss 

Directly learn how ”teacher” positioned the embeddings
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Left: Optimize query with documents           Right: Optimize document with queries

MNRL-Dual,
Weighted Sum 
of

Note: Teacher never learns how to position document with negative 
queries; might hurt performance compared to pure MMSE.

Anticipate: Improve Zero-Shot performance 

Training Dataset: MS MARCO Teacher: cross-encoder/ms-marco-MiniLM-L-6-v2 Model: Part 1. MiniLM-L12 Part 2. DistillBERT

Zero-Shot Evaluation Observation
Part 1. Directly imitate teacher on query retrieval is not preferrable.
Part 2. Learning query retrieval (from scratch) contrastively 
improves on zero-shot setting

• First to attempt dual training on zero-shot domain and 
demonstrates its efficacy

• Lighter computation needs than previous attempt
• Deploy better hard negatives

Cross Encoder Model Architecture

1) MMSE overperforms MNRL 
on baselines

2) MNRLD improves zero-shot 
performance

Leverage released teacher: 
Objective: MMSE + MNRLD

Results Pending

Differences from Previous Dual Learning Training
- Exact Match Instead of Approximate Nearest Search 
- Better Hard Negatives
- Efficient (No Need to Rebuild Indexes) and Synchronously Update

Powerful!

Observation
1) Distillation provides better baselines
2) For in-domain, dual training produces similar results
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