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Experiments

Conclusion & Future Work

Data:
● Training (fine-tuning) data: CommonVoice ~11 hours of 

recorded speech 
● Testing data: CommonVoice ~6 hours

Baseline XLS-R:  Wav2Vec2-XLS-R-300M. 300 million 
parameters, pretrained on 436k hours of unlabeled multilingual 
speech
Pre-trained wav2vec 2.0 model: Wav2Vec2-Base. 95 million 
parameters, 53k hours of unlabeled English speech

• Using a language model to improve the grammatical 

accuracy.

• Extending the transfer learning framework to more low 

resource languages

• wav2vec 2.0 performs slightly better on Dutch than on French.

• The results can be explained with the higher similarity of Dutch 

to English.

• French and Dutch are non-phonetic languages → difficult to 

infer the right spelling from pronunciation alone.

• Grammar and spelling are not considered. 
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● Automatic Speech Recognition (ASR) : The task of translating 
spoken language into text

● Challenge 1: Limited volume of labeled data 
➢ Solution: Self-supervision, which is a training method that can 

learn from unlabeled data
➢ Speech recognition models wav2vec 2.0 and XLS-R use 

self-supervision for audio representation learning

● Challenge 2: Low resource languages 
➢ Solution: Transfer learning

Question: How well will monolingual wav2vec 2.0 perform for 
cross-lingual transfer learning?
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● Dutch and French languages
● European languages with different phonetic 

and lexical similarities to English
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