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Announcements

1. Poster printing: See the poster printing
instructions from edstem.

2. Project Presentation day: Small prizes will be
given to the best poster presentations. You can
invite your friends to come！

3. Course evaluation: Please complete you ESCI
surveys if you haven’t yet. It takes only a few
minutes.



Optional HW4

• For practice problems in convex optimization
• For a simple coding problem with cvx: Q4 of here with data here
• For practices on convex analysis: Q1,2,3 here

• Theory / concept practices for RL:
• Problem 3 and 4 here
• Problem 1 and 2 here

• Coding practice for MDP / RL: Here

• For more advanced problems in RL:
• see HW1,2,3 from my RL theory course.
• These are only useful if you are hoping to do RL research.



Recap: Markov Decision processes
(infinite horizon / discounted)
• Infinite horizon / discounted setting
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Initial state distribution

Transition kernel:

Discounting factor: 

(Expected)
reward function:

Stationary Policy π: mapping from state to an action (possibly a random action).



Recap: Value functions

• state value function: Vp(s)
• expected long-term return when starting in s and 

following p

• state-action value function: Qp(s,a)
• expected long-term return when starting in s, 

performing a, and following p

<latexit sha1_base64="nQg091M9cWDJGCCzLb1YURkaW60=">AAACQnicbVDLSsQwFE19O75GXboJDoIillYE3QiiCC59zahMa0kzmZlg0pbkVhhqv82NX+DOD3DjQhG3LkzHIr4uBM495x5u7gkTwTU4zoM1MDg0PDI6Nl6ZmJyanqnOzjV0nCrK6jQWsToPiWaCR6wOHAQ7TxQjMhTsLLzaK/Sza6Y0j6NT6CXMl6QT8TanBAwVVC8al17Cl/UK3saeJNANw2w/DzJD5k18HLh4FXsdIiUxzbppbNv+oi4zWHNzI0Ap3OAT49jGGvuVoFpzbKdf+C9wS1BDZR0G1XuvFdNUsgioIFo3XScBPyMKOBUsr3ipZgmhV6TDmgZGRDLtZ/0IcrxkmBZux8q8CHCf/e7IiNS6J0MzWVypf2sF+Z/WTKG95Wc8SlJgEf1c1E4FhhgXeeIWV4yC6BlAqOLmr5h2iSIUTOpFCO7vk/+CxrrtGny0UdvZLeMYQwtoES0jF22iHXSADlEdUXSLHtEzerHurCfr1Xr7HB2wSs88+lHW+wfnv6pD</latexit>

<latexit sha1_base64="rv5r6WVnCPbjRTFivYSHhSUMwnE=">AAACTXicbVFdS9xAFJ2sbbWrrWv72JdLF0GpDYkI+iLYlkIftXZV2MRwMzu7Ds4kYeamsMT8wb4U+tZ/0Zc+tIh0sgapHxcGzj3nHmbumbRQ0lIQ/PQ6c48eP5lfeNpdXHr2fLm38uLI5qXhYsBzlZuTFK1QMhMDkqTESWEE6lSJ4/T8Q6MffxXGyjz7QtNCxBonmRxLjuSopDc6OI0KuWY3cB12IdJIZ2lafayTytH1ED4nIbyBaIJao2s2XeP7/g11WtHbsHYCtcIFHDrHLtgNeDcDCHE36fUDP5gV3AdhC/qsrf2k9yMa5bzUIiOu0NphGBQUV2hIciXqblRaUSA/x4kYOpihFjauZmnUsOqYEYxz405GMGP/d1SorZ3q1E0269q7WkM+pA1LGu/ElcyKkkTGry8alwoohyZaGEkjOKmpA8iNdG8FfoYGObkPaEII7658Hxxt+qHDB1v9vfdtHAvsFXvN1ljIttke+8T22YBx9o39Yn/YX++799u79K6uRzte63nJblVn/h992Kw1</latexit>



Recap: Bellman equations

• Bellman consistency equation

• Bellman optimality equation

V ⇡(s) =
X

a

⇡(a|s)
X

s0

P (s0|s, a)[r(s, a, s0) + �V ⇡(s0)] =
X

a

⇡(a|s)Q⇡(s, a)
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V ⇤(s) = max
a

X

s0

P (s0|s, a)[r(s, a, s0) + �V ⇤(s0)]
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We now show the deterministic and stationary policy ⇡(s) = argmax
a2A

sup
⇡02⇧ Q⇡

0
(s, a) satisfies V ⇡(s) =

sup
⇡02⇧ V ⇡

0
(s). For this, we have that:

V ?(s0) = sup
⇡2⇧

E
h
r(s0, a0) +

1X

t=1

�tr(st, at)
i

= sup
⇡2⇧

E
h
r(s0, a0) + E

h 1X

t=1

�tr(st, at)
�� ⇡, (s0, a0, r0, s1)

ii

 sup
⇡2⇧

E
h
r(s0, a0) + sup

⇡02⇧
E
h 1X

t=1

�tr(st, at)
�� ⇡0, (s0, a0, r0, s1)

ii

= sup
⇡2⇧

E
h
r(s0, a0) + �V ?(s1)

i

= E
h
r(s0, a0) + �V ?(s1)

�� ⇡
i
.

where the second equality is by the tower property of conditional expectations, and the last equality follows from the
definition of ⇡. Now, by recursion,

V ?(s0)  E
h
r(s0, a0) + �V ?(s1)

�� ⇡
i
 E

h
r(s0, a0) + �r(s1, a1) + �2V ?(s2)

�� ⇡
i
 . . .  V ⇡(s0).

Since V ⇡(s)  sup
⇡02⇧ V ⇡

0
(s) = V ?(s), we have that V ⇡ = V ?, which completes the proof of the first claim.

For the same policy ⇡, an analogous argument can be used prove the second claim.

This shows that we may restrict ourselves to using stationary and deterministic policies without any loss in perfor-
mance. The following theorem, also due to [Bellman, 1956], gives a precise characterization of the optimal value
function.

Let us say that a vector Q 2 R|S||A| satisfies the Bellman optimality equations if:

Q(s, a) = r(s, a) + �Es0⇠P (·|s,a)


max
a02A

Q(s0, a0)

�
.

Theorem 1.8 (Bellman Optimality Equations). For any Q 2 R|S||A|, we have that Q = Q? if and only if Q satisfies
the Bellman optimality equations. Furthermore, the deterministic policy ⇡(s) 2 Q?(s, a) is an optimal policy (where
ties are broken in some arbitrary and deterministic manner).

Before we prove this claim, we will provide a few definitions. Let ⇡Q denote the greedy policy with respect to a vector
Q 2 R|S||A|, i.e

⇡Q(s) := argmax
a2A

Q(s, a) .

where ties are broken in some arbitrary (and deterministic) manner. With this notation, by the above theorem, the
optimal policy ⇡? is given by:

⇡? = ⇡Q? .

Let us also use the following notation to turn a vector Q 2 R|S||A| into a vector of length |S|.

VQ(s) := max
a2A

Q(s, a).

The Bellman optimality operator TM : R|S||A| ! R|S||A| is defined as:

T Q := r + �PVQ . (0.3)
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where



Recap: MDP planning and Value
iterations
• MDP planning:

• Policy evaluation
• Solving Bellman consistency equation

• Value iteration
• Solving Bellman optimality equation



Recap: RL agent needs to learn
the underlying MDP model
• Model-based algorithm
• Estimates the MDP then do MDP planning

• Model-free algorithms
• Monte Carlo Policy evaluation + Policy improvement
• Temporal difference learning = MC + Bellman equations



Recap: TD Learning
• TD-Policy evaluation

• TD-Policy optimization
• SARSA (on-policy)

Then choose the next A’ using Q, e.g., eps-greedy.
• Q-Learning (off-policy)

Then choose the next action in your favorite way.

Chapter 6

Temporal-Di↵erence Learning

If one had to identify one idea as central and novel to reinforcement learning, it would undoubtedly be
temporal-di↵erence (TD) learning. TD learning is a combination of Monte Carlo ideas and dynamic
programming (DP) ideas. Like Monte Carlo methods, TD methods can learn directly from raw expe-
rience without a model of the environment’s dynamics. Like DP, TD methods update estimates based
in part on other learned estimates, without waiting for a final outcome (they bootstrap). The relation-
ship between TD, DP, and Monte Carlo methods is a recurring theme in the theory of reinforcement
learning; this chapter is the beginning of our exploration of it. Before we are done, we will see that
these ideas and methods blend into each other and can be combined in many ways. In particular, in
Chapter 7 we introduce n-step algorithms, which provide a bridge from TD to Monte Carlo methods,
and in Chapter 12 we introduce the TD(�) algorithm, which seamlessly unifies them.

As usual, we start by focusing on the policy evaluation or prediction problem, the problem of esti-
mating the value function v⇡ for a given policy ⇡. For the control problem (finding an optimal policy),
DP, TD, and Monte Carlo methods all use some variation of generalized policy iteration (GPI). The
di↵erences in the methods are primarily di↵erences in their approaches to the prediction problem.

6.1 TD Prediction

Both TD and Monte Carlo methods use experience to solve the prediction problem. Given some
experience following a policy ⇡, both methods update their estimate V of v⇡ for the nonterminal states
St occurring in that experience. Roughly speaking, Monte Carlo methods wait until the return following
the visit is known, then use that return as a target for V (St). A simple every-visit Monte Carlo method
suitable for nonstationary environments is

V (St) V (St) + ↵
h
Gt � V (St)

i
, (6.1)

where Gt is the actual return following time t, and ↵ is a constant step-size parameter (c.f., Equation
2.4). Let us call this method constant-↵ MC. Whereas Monte Carlo methods must wait until the end
of the episode to determine the increment to V (St) (only then is Gt known), TD methods need to wait
only until the next time step. At time t + 1 they immediately form a target and make a useful update
using the observed reward Rt+1 and the estimate V (St+1). The simplest TD method makes the update

V (St) V (St) + ↵
h
Rt+1 + �V (St+1)� V (St)

i
(6.2)

immediately on transition to St+1 and receiving Rt+1. In e↵ect, the target for the Monte Carlo update
is Gt, whereas the target for the TD update is Rt+1 + �V (St+1). This TD method is called TD(0), or
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Exercise 6.8 Show that an action-value version of (6.6) holds for the action-value form of the TD
error �t = Rt+1 + �Q(St+1, At+1 � Q(St, At), again assuming that the values don’t change from step to
step. ⇤

It is straightforward to design an on-policy control algorithm based on the Sarsa prediction method.
As in all on-policy methods, we continually estimate q⇡ for the behavior policy ⇡, and at the same time
change ⇡ toward greediness with respect to q⇡. The general form of the Sarsa control algorithm is given
in the box below.

Sarsa (on-policy TD control) for estimating Q ⇡ q⇤

Initialize Q(s, a), for all s 2 S, a 2 A(s), arbitrarily, and Q(terminal-state, ·) = 0
Repeat (for each episode):

Initialize S

Choose A from S using policy derived from Q (e.g., ✏-greedy)
Repeat (for each step of episode):

Take action A, observe R, S
0

Choose A
0 from S

0 using policy derived from Q (e.g., ✏-greedy)
Q(S, A) Q(S, A) + ↵

⇥
R + �Q(S0

, A
0)�Q(S, A)

⇤

S  S
0; A A

0;
until S is terminal

The convergence properties of the Sarsa algorithm depend on the nature of the policy’s dependence
on Q. For example, one could use "-greedy or "-soft policies. Sarsa converges with probability 1 to an
optimal policy and action-value function as long as all state–action pairs are visited an infinite number
of times and the policy converges in the limit to the greedy policy (which can be arranged, for example,
with "-greedy policies by setting " = 1/t).

Example 6.5: Windy Gridworld Shown inset in Figure 6.3 is a standard gridworld, with start and
goal states, but with one di↵erence: there is a crosswind upward through the middle of the grid. The
actions are the standard four—up, down, right, and left—but in the middle region the resultant
next states are shifted upward by a “wind,” the strength of which varies from column to column. The
strength of the wind is given below each column, in number of cells shifted upward. For example, if
you are one cell to the right of the goal, then the action left takes you to the cell just above the goal.
Let us treat this as an undiscounted episodic task, with constant rewards of �1 until the goal state is
reached.
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Figure 6.3: Results of Sarsa applied to a gridworld (shown inset) in which movement is altered by a location-
dependent, upward “wind.” A trajectory under the optimal policy is also shown.
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The graph in Figure 6.3 shows the results of applying "-greedy Sarsa to this task, with " = 0.1,
↵ = 0.5, and the initial values Q(s, a) = 0 for all s, a. The increasing slope of the graph shows
that the goal is reached more and more quickly over time. By 8000 time steps, the greedy policy
was long since optimal (a trajectory from it is shown inset); continued "-greedy exploration kept the
average episode length at about 17 steps, two more than the minimum of 15. Note that Monte Carlo
methods cannot easily be used on this task because termination is not guaranteed for all policies.
If a policy was ever found that caused the agent to stay in the same state, then the next episode
would never end. Step-by-step learning methods such as Sarsa do not have this problem because
they quickly learn during the episode that such policies are poor, and switch to something else.

Exercise 6.9: Windy Gridworld with King’s Moves Re-solve the windy gridworld task assuming eight
possible actions, including the diagonal moves, rather than the usual four. How much better can you do
with the extra actions? Can you do even better by including a ninth action that causes no movement
at all other than that caused by the wind? ⇤
Exercise 6.10: Stochastic Wind Re-solve the windy gridworld task with King’s moves, assuming
that the e↵ect of the wind, if there is any, is stochastic, sometimes varying by 1 from the mean values
given for each column. That is, a third of the time you move exactly according to these values, as in
the previous exercise, but also a third of the time you move one cell above that, and another third of
the time you move one cell below that. For example, if you are one cell to the right of the goal and
you move left, then one-third of the time you move one cell above the goal, one-third of the time you
move two cells above the goal, and one-third of the time you move to the goal. ⇤

6.5 Q-learning: O↵-policy TD Control

One of the early breakthroughs in reinforcement learning was the development of an o↵-policy TD
control algorithm known as Q-learning (Watkins, 1989), defined by

Q(St, At) Q(St, At) + ↵
h
Rt+1 + � max

a

Q(St+1, a)�Q(St, At)
i
. (6.8)

In this case, the learned action-value function, Q, directly approximates q⇤, the optimal action-value
function, independent of the policy being followed. This dramatically simplifies the analysis of the
algorithm and enabled early convergence proofs. The policy still has an e↵ect in that it determines
which state–action pairs are visited and updated. However, all that is required for correct convergence
is that all pairs continue to be updated. As we observed in Chapter 5, this is a minimal requirement
in the sense that any method guaranteed to find optimal behavior in the general case must require it.
Under this assumption and a variant of the usual stochastic approximation conditions on the sequence
of step-size parameters, Q has been shown to converge with probability 1 to q⇤.

Q-learning (o↵-policy TD control) for estimating ⇡ ⇡ ⇡⇤

Initialize Q(s, a), for all s 2 S, a 2 A(s), arbitrarily, and Q(terminal-state, ·) = 0
Repeat (for each episode):

Initialize S

Repeat (for each step of episode):
Choose A from S using policy derived from Q (e.g., ✏-greedy)
Take action A, observe R, S

0

Q(S, A) Q(S, A) + ↵
⇥
R + � maxa Q(S0

, a)�Q(S, A)
⇤

S  S
0

until S is terminal
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Recap: The problem of large-state
space
Let’s say we discover 
through experience 

that this state is bad:

In naïve q-learning, 
we know nothing 
about this state:

Or even this one!

(From Dan Klein and Pieter Abbeel)
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This lecture

• Solve the problem of large state space with
function approximation

• Other RL algorithms: Policy gradient

• Exploration in RL



Video of Demo Q-Learning Pacman – Tiny – Watch 
All
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Video of Demo Q-Learning Pacman – Tiny – Silent 
Train
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Video of Demo Q-Learning Pacman – Tricky –
Watch All
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Why not use an evaluation function?
A Feature-Based Representations

• Solution: describe a state using a 
vector of features (properties)
• Features are functions from states to real 

numbers (often 0/1) that capture 
important properties of the state

• Example features:
• Distance to closest ghost
• Distance to closest dot
• Number of ghosts
• 1 / (dist to dot)2

• Is Pacman in a tunnel? (0/1)
• …… etc.
• Is it the exact state on this slide?

• Can also describe a q-state (s, a) with 
features (e.g. action moves closer to 
food)

15



Linear Value Functions

• Using a feature representation, we can write a q function (or value 
function) for any state using a few weights:

• Vw(s) = w1f1(s) + w2f2(s) + … + wnfn(s) 

• Qw(s,a) = w1f1(s,a) + w2f2(s,a) + … + wnfn(s,a) 

• Advantage: our experience is summed up in a few powerful numbers

• Disadvantage: states may share features but actually be very 
different in value!

16



Updating a linear value function
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Updating a linear value function

• Original Q learning rule tries to reduce prediction 
error at s, a:

Q(s,a) � Q(s,a)  + a × [R(s,a,s’) + γ maxa’ Q (s’,a’) - Q(s,a)  ]
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Q(s,a) � Q(s,a)  + a × [R(s,a,s’) + γ maxa’ Q (s’,a’) - Q(s,a)  ]

• Instead, we update the weights to try to reduce the 
error at s, a:
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Updating a linear value function

• Original Q learning rule tries to reduce prediction 
error at s, a:

Q(s,a) � Q(s,a)  + a × [R(s,a,s’) + γ maxa’ Q (s’,a’) - Q(s,a)  ]

• Instead, we update the weights to try to reduce the 
error at s, a:

wi � wi + a × [R(s,a,s’) + γ maxa’ Q (s’,a’) - Q(s,a)  ] �Qw(s,a)/¶wi

= wi +  a × [R(s,a,s’) + γ maxa’ Q (s’,a’) - Q(s,a)  ] fi(s,a)
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Updating a linear value function

• Original Q learning rule tries to reduce prediction error at s, a:

Q(s,a) ¬ Q(s,a)  +  a × [R(s,a,s’) + γ maxa’ Q (s’,a’) - Q(s,a) ]

• Instead, we update the weights to try to reduce the error at s, a:
wi¬ wi +  a × [R(s,a,s’) + γ maxa’ Q (s’,a’) - Q(s,a) ] ¶Qw(s,a)/¶wi

=  wi +  a × [R(s,a,s’) + γ maxa’ Q (s’,a’) - Q(s,a) ] fi(s,a)

• Qualitative justification:
• Pleasant surprise: increase weights on positive features, decrease on negative 

ones
• Unpleasant surprise: decrease weights on positive features, increase on negative 

ones
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PACMAN Q-Learning (Linear function
approx.)
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Deriving the TD via incremental optimization 
that minimizes Bellman errors

• Mean Square Error and Mean Square Bellman error

20



So far, in RL algorithms

• Model-based approaches
• Estimate the MDP parameters.
• Then use policy-iterations, value iterations.

• Monte Carlo methods:
• estimating the rewards by empirical averages

• Temporal Difference methods:
• Combine Monte Carlo methods with Dynamic Programming

• Linear function approximation in Q-learning
• Similar to SGD
• Learning heuristic function

21



Policy class and policy gradient 
methods
• Policy

• Parametric policy class:

• Goal: optimize the value 

• Policy gradient methods
• aim at learning the policy parameter by SGD.

22
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Policy gradient

• Objective function to maximize:
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13.2 The Policy Gradient Theorem

In addition to the practical advantages of policy parameterization over "-greedy action selection, there
is also an important theoretical advantage. With continuous policy parameterization the action proba-
bilities change smoothly as a function of the learned parameter, whereas in "-greedy selection the action
probabilities may change dramatically for an arbitrarily small change in the estimated action values,
if that change results in a di↵erent action having the maximal value. Largely because of this stronger
convergence guarantees are available for policy-gradient methods than for action-value methods. In
particular, it is the continuity of the policy dependence on the parameters that enables policy-gradient
methods to approximate gradient ascent (13.1).

The episodic and continuing cases define the performance measure, J(✓), di↵erently and thus have to
be treated separately to some extent. Nevertheless, we will try to present both cases uniformly, and we
develop a notation so that the major theoretical results can be decribed with a single set of equations.

In this section we treat the episodic case, for which we define the performance measure as the value
of the start state of the episode. We can simplify the notation without losing any meaningful generality
by assuming that every episode starts in some particular (non-random) state s0. Then, in the episodic
case we define performance as

J(✓)
.
= v⇡✓ (s0), (13.4)

where v⇡✓ is the true value function for ⇡✓, the policy determined by ✓. From here on in our discussion
we will assume no discounting (� = 1) for the episodic case, although for completeness we do include
the possibility of discounting in the boxed algorithms.

With function approximation, it may seem challenging to change the policy parameter in a way that
ensures improvement. The problem is that performance depends on both the action selections and the
distribution of states in which those selections are made, and that both of these are a↵ected by the
policy parameter. Given a state, the e↵ect of the policy parameter on the actions, and thus on reward,
can be computed in a relatively straightforward way from knowledge of the parameterization. But the
e↵ect of the policy on the state distribution is a function of the environment and is typically unknown.
How can we estimate the performance gradient with respect to the policy parameter when the gradient
depends on the unknown e↵ect of policy changes on the state distribution?

Fortunately, there is an excellent theoretical answer to this challenge in the form of the policy gradient
theorem, which provides us an analytic expression for the gradient of performance with respect to the
policy parameter (which is what we need to approximate for gradient ascent (13.1)) that does not
involve the derivative of the state distribution. The policy gradient theorem establishes that

rJ(✓) /
X

s

µ(s)
X

a

q⇡(s, a)r✓⇡(a|s, ✓), (13.5)

where the gradients are column vectors of partial derivatives with respect to the components of ✓, and
⇡ denotes the policy corresponding to parameter vector ✓. The symbol / here means “proportional
to”. In the episodic case, the constant of proportionality is the average length of an episode, and in the
continuing case it is 1, so that the relationship is actually an equality. The distribution µ here (as in
Chapters 9 and 10) is the on-policy distribution under ⇡ (see page 163). The policy gradient theorem
is proved for the episodic case in the box on the next page.

*Note how this theorem is non-trivial… The first two terms
depends on 𝜋, but we did not take the gradient w.r.t. them.



Policy gradient

• Objective function to maximize:

• Do SGD:
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Chapter 13

Policy Gradient Methods

In this chapter we consider something new. So far in this book almost all the methods have learned the
values of actions and then selected actions based on their estimated action values1; their policies would
not even exist without the action-value estimates. In this chapter we consider methods that instead
learn a parameterized policy that can select actions without consulting a value function. A value function
may still be used to learn the policy parameter, but is not required for action selection. We use the
notation ✓ 2 Rd

0
for the policy’s parameter vector. Thus we write ⇡(a|s, ✓) = Pr{At =a | St =s, ✓t =✓}

for the probability that action a is taken at time t given that the environment is in state s at time t
with parameter ✓. If a method uses a learned value function as well, then the value function’s weight
vector is denoted w 2 Rd as usual, as in v̂(s,w).

In this chapter we consider methods for learning the policy parameter based on the gradient of some
performance measure J(✓) with respect to the policy parameter. These methods seek to maximize
performance, so their updates approximate gradient ascent in J :

✓t+1 = ✓t + ↵ \rJ(✓t), (13.1)

where \rJ(✓t) is a stochastic estimate whose expectation approximates the gradient of the performance
measure with respect to its argument ✓t. All methods that follow this general schema we call policy
gradient methods, whether or not they also learn an approximate value function. Methods that learn
approximations to both policy and value functions are often called actor–critic methods, where ‘actor’
is a reference to the learned policy, and ‘critic’ refers to the learned value function, usually a state-value
function. First we treat the episodic case, in which performance is defined as the value of the start state
under the parameterized policy, before going on to consider the continuing case, in which performance is
defined as the average reward rate, as in Section 10.3. In the end we are able to express the algorithms
for both cases in very similar terms.

13.1 Policy Approximation and its Advantages

In policy gradient methods, the policy can be parameterized in any way, as long as ⇡(a|s, ✓) is di↵er-
entiable with respect to its parameters, that is, as long as r✓⇡(a|s, ✓) exists and is always finite. In
practice, to ensure exploration we generally require that the policy never becomes deterministic (i.e.,
that ⇡(a|s, ✓) 2 (0, 1), for all s, a, ✓). In this section we introduce the most common parameterization

1
The lone exception is the gradient bandit algorithms of Section 2.8. In fact, that section goes through many of the

same steps, in the single-state bandit case, as we go through here for full MDPs. Reviewing that section would be good

preparation for fully understanding this chapter.
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13.2 The Policy Gradient Theorem

In addition to the practical advantages of policy parameterization over "-greedy action selection, there
is also an important theoretical advantage. With continuous policy parameterization the action proba-
bilities change smoothly as a function of the learned parameter, whereas in "-greedy selection the action
probabilities may change dramatically for an arbitrarily small change in the estimated action values,
if that change results in a di↵erent action having the maximal value. Largely because of this stronger
convergence guarantees are available for policy-gradient methods than for action-value methods. In
particular, it is the continuity of the policy dependence on the parameters that enables policy-gradient
methods to approximate gradient ascent (13.1).

The episodic and continuing cases define the performance measure, J(✓), di↵erently and thus have to
be treated separately to some extent. Nevertheless, we will try to present both cases uniformly, and we
develop a notation so that the major theoretical results can be decribed with a single set of equations.

In this section we treat the episodic case, for which we define the performance measure as the value
of the start state of the episode. We can simplify the notation without losing any meaningful generality
by assuming that every episode starts in some particular (non-random) state s0. Then, in the episodic
case we define performance as

J(✓)
.
= v⇡✓ (s0), (13.4)

where v⇡✓ is the true value function for ⇡✓, the policy determined by ✓. From here on in our discussion
we will assume no discounting (� = 1) for the episodic case, although for completeness we do include
the possibility of discounting in the boxed algorithms.

With function approximation, it may seem challenging to change the policy parameter in a way that
ensures improvement. The problem is that performance depends on both the action selections and the
distribution of states in which those selections are made, and that both of these are a↵ected by the
policy parameter. Given a state, the e↵ect of the policy parameter on the actions, and thus on reward,
can be computed in a relatively straightforward way from knowledge of the parameterization. But the
e↵ect of the policy on the state distribution is a function of the environment and is typically unknown.
How can we estimate the performance gradient with respect to the policy parameter when the gradient
depends on the unknown e↵ect of policy changes on the state distribution?

Fortunately, there is an excellent theoretical answer to this challenge in the form of the policy gradient
theorem, which provides us an analytic expression for the gradient of performance with respect to the
policy parameter (which is what we need to approximate for gradient ascent (13.1)) that does not
involve the derivative of the state distribution. The policy gradient theorem establishes that

rJ(✓) /
X

s

µ(s)
X

a

q⇡(s, a)r✓⇡(a|s, ✓), (13.5)

where the gradients are column vectors of partial derivatives with respect to the components of ✓, and
⇡ denotes the policy corresponding to parameter vector ✓. The symbol / here means “proportional
to”. In the episodic case, the constant of proportionality is the average length of an episode, and in the
continuing case it is 1, so that the relationship is actually an equality. The distribution µ here (as in
Chapters 9 and 10) is the on-policy distribution under ⇡ (see page 163). The policy gradient theorem
is proved for the episodic case in the box on the next page.

*Note how this theorem is non-trivial… The first two terms
depends on 𝜋, but we did not take the gradient w.r.t. them.



Policy gradient

• Objective function to maximize:

• Do SGD:

• Policy gradient theorem:
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Chapter 13

Policy Gradient Methods

In this chapter we consider something new. So far in this book almost all the methods have learned the
values of actions and then selected actions based on their estimated action values1; their policies would
not even exist without the action-value estimates. In this chapter we consider methods that instead
learn a parameterized policy that can select actions without consulting a value function. A value function
may still be used to learn the policy parameter, but is not required for action selection. We use the
notation ✓ 2 Rd

0
for the policy’s parameter vector. Thus we write ⇡(a|s, ✓) = Pr{At =a | St =s, ✓t =✓}

for the probability that action a is taken at time t given that the environment is in state s at time t
with parameter ✓. If a method uses a learned value function as well, then the value function’s weight
vector is denoted w 2 Rd as usual, as in v̂(s,w).

In this chapter we consider methods for learning the policy parameter based on the gradient of some
performance measure J(✓) with respect to the policy parameter. These methods seek to maximize
performance, so their updates approximate gradient ascent in J :

✓t+1 = ✓t + ↵ \rJ(✓t), (13.1)

where \rJ(✓t) is a stochastic estimate whose expectation approximates the gradient of the performance
measure with respect to its argument ✓t. All methods that follow this general schema we call policy
gradient methods, whether or not they also learn an approximate value function. Methods that learn
approximations to both policy and value functions are often called actor–critic methods, where ‘actor’
is a reference to the learned policy, and ‘critic’ refers to the learned value function, usually a state-value
function. First we treat the episodic case, in which performance is defined as the value of the start state
under the parameterized policy, before going on to consider the continuing case, in which performance is
defined as the average reward rate, as in Section 10.3. In the end we are able to express the algorithms
for both cases in very similar terms.

13.1 Policy Approximation and its Advantages

In policy gradient methods, the policy can be parameterized in any way, as long as ⇡(a|s, ✓) is di↵er-
entiable with respect to its parameters, that is, as long as r✓⇡(a|s, ✓) exists and is always finite. In
practice, to ensure exploration we generally require that the policy never becomes deterministic (i.e.,
that ⇡(a|s, ✓) 2 (0, 1), for all s, a, ✓). In this section we introduce the most common parameterization

1
The lone exception is the gradient bandit algorithms of Section 2.8. In fact, that section goes through many of the

same steps, in the single-state bandit case, as we go through here for full MDPs. Reviewing that section would be good

preparation for fully understanding this chapter.
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13.2 The Policy Gradient Theorem

In addition to the practical advantages of policy parameterization over "-greedy action selection, there
is also an important theoretical advantage. With continuous policy parameterization the action proba-
bilities change smoothly as a function of the learned parameter, whereas in "-greedy selection the action
probabilities may change dramatically for an arbitrarily small change in the estimated action values,
if that change results in a di↵erent action having the maximal value. Largely because of this stronger
convergence guarantees are available for policy-gradient methods than for action-value methods. In
particular, it is the continuity of the policy dependence on the parameters that enables policy-gradient
methods to approximate gradient ascent (13.1).

The episodic and continuing cases define the performance measure, J(✓), di↵erently and thus have to
be treated separately to some extent. Nevertheless, we will try to present both cases uniformly, and we
develop a notation so that the major theoretical results can be decribed with a single set of equations.

In this section we treat the episodic case, for which we define the performance measure as the value
of the start state of the episode. We can simplify the notation without losing any meaningful generality
by assuming that every episode starts in some particular (non-random) state s0. Then, in the episodic
case we define performance as

J(✓)
.
= v⇡✓ (s0), (13.4)

where v⇡✓ is the true value function for ⇡✓, the policy determined by ✓. From here on in our discussion
we will assume no discounting (� = 1) for the episodic case, although for completeness we do include
the possibility of discounting in the boxed algorithms.

With function approximation, it may seem challenging to change the policy parameter in a way that
ensures improvement. The problem is that performance depends on both the action selections and the
distribution of states in which those selections are made, and that both of these are a↵ected by the
policy parameter. Given a state, the e↵ect of the policy parameter on the actions, and thus on reward,
can be computed in a relatively straightforward way from knowledge of the parameterization. But the
e↵ect of the policy on the state distribution is a function of the environment and is typically unknown.
How can we estimate the performance gradient with respect to the policy parameter when the gradient
depends on the unknown e↵ect of policy changes on the state distribution?

Fortunately, there is an excellent theoretical answer to this challenge in the form of the policy gradient
theorem, which provides us an analytic expression for the gradient of performance with respect to the
policy parameter (which is what we need to approximate for gradient ascent (13.1)) that does not
involve the derivative of the state distribution. The policy gradient theorem establishes that

rJ(✓) /
X

s

µ(s)
X

a

q⇡(s, a)r✓⇡(a|s, ✓), (13.5)

where the gradients are column vectors of partial derivatives with respect to the components of ✓, and
⇡ denotes the policy corresponding to parameter vector ✓. The symbol / here means “proportional
to”. In the episodic case, the constant of proportionality is the average length of an episode, and in the
continuing case it is 1, so that the relationship is actually an equality. The distribution µ here (as in
Chapters 9 and 10) is the on-policy distribution under ⇡ (see page 163). The policy gradient theorem
is proved for the episodic case in the box on the next page.

*Note how this theorem is non-trivial… The first two terms
depends on 𝜋, but we did not take the gradient w.r.t. them.
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Chapter 13

Policy Gradient Methods

In this chapter we consider something new. So far in this book almost all the methods have learned the
values of actions and then selected actions based on their estimated action values1; their policies would
not even exist without the action-value estimates. In this chapter we consider methods that instead
learn a parameterized policy that can select actions without consulting a value function. A value function
may still be used to learn the policy parameter, but is not required for action selection. We use the
notation ✓ 2 Rd

0
for the policy’s parameter vector. Thus we write ⇡(a|s, ✓) = Pr{At =a | St =s, ✓t =✓}

for the probability that action a is taken at time t given that the environment is in state s at time t
with parameter ✓. If a method uses a learned value function as well, then the value function’s weight
vector is denoted w 2 Rd as usual, as in v̂(s,w).

In this chapter we consider methods for learning the policy parameter based on the gradient of some
performance measure J(✓) with respect to the policy parameter. These methods seek to maximize
performance, so their updates approximate gradient ascent in J :

✓t+1 = ✓t + ↵ \rJ(✓t), (13.1)

where \rJ(✓t) is a stochastic estimate whose expectation approximates the gradient of the performance
measure with respect to its argument ✓t. All methods that follow this general schema we call policy
gradient methods, whether or not they also learn an approximate value function. Methods that learn
approximations to both policy and value functions are often called actor–critic methods, where ‘actor’
is a reference to the learned policy, and ‘critic’ refers to the learned value function, usually a state-value
function. First we treat the episodic case, in which performance is defined as the value of the start state
under the parameterized policy, before going on to consider the continuing case, in which performance is
defined as the average reward rate, as in Section 10.3. In the end we are able to express the algorithms
for both cases in very similar terms.

13.1 Policy Approximation and its Advantages

In policy gradient methods, the policy can be parameterized in any way, as long as ⇡(a|s, ✓) is di↵er-
entiable with respect to its parameters, that is, as long as r✓⇡(a|s, ✓) exists and is always finite. In
practice, to ensure exploration we generally require that the policy never becomes deterministic (i.e.,
that ⇡(a|s, ✓) 2 (0, 1), for all s, a, ✓). In this section we introduce the most common parameterization

1
The lone exception is the gradient bandit algorithms of Section 2.8. In fact, that section goes through many of the

same steps, in the single-state bandit case, as we go through here for full MDPs. Reviewing that section would be good

preparation for fully understanding this chapter.
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13.2 The Policy Gradient Theorem

In addition to the practical advantages of policy parameterization over "-greedy action selection, there
is also an important theoretical advantage. With continuous policy parameterization the action proba-
bilities change smoothly as a function of the learned parameter, whereas in "-greedy selection the action
probabilities may change dramatically for an arbitrarily small change in the estimated action values,
if that change results in a di↵erent action having the maximal value. Largely because of this stronger
convergence guarantees are available for policy-gradient methods than for action-value methods. In
particular, it is the continuity of the policy dependence on the parameters that enables policy-gradient
methods to approximate gradient ascent (13.1).

The episodic and continuing cases define the performance measure, J(✓), di↵erently and thus have to
be treated separately to some extent. Nevertheless, we will try to present both cases uniformly, and we
develop a notation so that the major theoretical results can be decribed with a single set of equations.

In this section we treat the episodic case, for which we define the performance measure as the value
of the start state of the episode. We can simplify the notation without losing any meaningful generality
by assuming that every episode starts in some particular (non-random) state s0. Then, in the episodic
case we define performance as

J(✓)
.
= v⇡✓ (s0), (13.4)

where v⇡✓ is the true value function for ⇡✓, the policy determined by ✓. From here on in our discussion
we will assume no discounting (� = 1) for the episodic case, although for completeness we do include
the possibility of discounting in the boxed algorithms.

With function approximation, it may seem challenging to change the policy parameter in a way that
ensures improvement. The problem is that performance depends on both the action selections and the
distribution of states in which those selections are made, and that both of these are a↵ected by the
policy parameter. Given a state, the e↵ect of the policy parameter on the actions, and thus on reward,
can be computed in a relatively straightforward way from knowledge of the parameterization. But the
e↵ect of the policy on the state distribution is a function of the environment and is typically unknown.
How can we estimate the performance gradient with respect to the policy parameter when the gradient
depends on the unknown e↵ect of policy changes on the state distribution?

Fortunately, there is an excellent theoretical answer to this challenge in the form of the policy gradient
theorem, which provides us an analytic expression for the gradient of performance with respect to the
policy parameter (which is what we need to approximate for gradient ascent (13.1)) that does not
involve the derivative of the state distribution. The policy gradient theorem establishes that

rJ(✓) /
X

s

µ(s)
X

a

q⇡(s, a)r✓⇡(a|s, ✓), (13.5)

where the gradients are column vectors of partial derivatives with respect to the components of ✓, and
⇡ denotes the policy corresponding to parameter vector ✓. The symbol / here means “proportional
to”. In the episodic case, the constant of proportionality is the average length of an episode, and in the
continuing case it is 1, so that the relationship is actually an equality. The distribution µ here (as in
Chapters 9 and 10) is the on-policy distribution under ⇡ (see page 163). The policy gradient theorem
is proved for the episodic case in the box on the next page.
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Stochastic approximation in policy
gradients

• Sample from running policy 𝜋
• 𝑆", 𝐴", 𝑅" , … , (𝑆#, 𝐴#, 𝑅#)

• Idea: Sample s, then the following is an unbiased
estimator (finite horizon episodic case)
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*Show that this is an unbiased estimator of the gradient.



Checkpoint for RL

• Model-based methods
• Model-free methods
• Monte Carlo methods
• TD-learning: Q-Learning and Sarsa

• Function approximation in RL
• Approximate the MDP: Model-based
• Approximate the value function

• Policy gradients
• Parametrize the policy and run SGD



Elements of State-of-the-Art
Reinforcement Learning
• Use a deep neural network to parameterize Q-function

• Use a deep neural network to parameterize the policy \pi

• Run a combination of Q-learning and Policy Gradient.
• Actor-Critics, A3C, etc…

• Heuristic-based exploration: curiosity, reward shaping, etc..

• Experience replay to generate more data from existing data.

• Multi-agent RL: modeling your opponents
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Alpha-Go and Alpha-Zero
• Parameterize the policy

networks with CNN

• Supervised learning
initialization

• RL using Policy gradient
• Fit Value Network (This is a

value function approximation)

• Monte-Carlo Tree Search
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What I did not cover

• Useful results in RL for both theory and alg design
• Simulation lemma
• Advantage function and performance difference lemma

• Exploration
• “Optimism in the face of uncertainty”

• Offline RL
• “Pessimism in the face of uncertainty”

• How to start research in RL？
• Take my RL course (email me to ask for the videos)
• Solve homework problems, implement RL algorithms from scratch.



Final words to students
• If you are doing theoretical research
• It’s useful have an empirical mind set
• implement your algorithm, try it on examples (even toy

examples would work)
• These help you to challenge your assumptions and

define theoretical problems that are useful

• If you are doing empirical research
• Don’t just chase SOTA in benchmarks
• Think deeply about the problems you are working on
• ML theory helps you to avoid pitfalls and design better

algorithms.



Thank you! Looking forward to
your project presentations!


