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Encoder-Decoder Paradigm 
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I like singing and dancing

我 喜欢 唱歌 和 跳舞

2. Decoding

1. Encoding

Decoder

Encoder



Seq2Seq
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• Directly learning a function 
mapping from source 
sequence to target sequence 

 

 

Training loss: Cross-Entropy 

P(Y |X) = ∏P(yt |y<t, x)
P(yt |y<t, x) = fθ(x1…k, y1…t−1)

l = − ∑
n

∑
t

log fθ(xn, yn,1, …, yn,t−1)
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Encoder: LSTM

Decoder:  LSTMSource: 我喜欢唱歌和跳舞。

target:    
I like singing and dancing.
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Limitation of RNN/LSTM
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Encoder: LSTM

Decoder:  LSTMSource: 我喜欢唱歌和跳舞。

target:    
I like singing and dancing.

• No full context (only one-
side) 

- Bidirectional LSTM 
encoder could alleviate 

- But still no long context 
• Sequential computation in 

nature (encoder) 
- not possible to parallelize 

the computation 
• Vanishing gradient



• Only use Attention in both encoder and decoder 
• no recurrent

Transformer

5

Decoder

Encoder

Source: 我喜欢唱歌和跳舞。

target:    
I like singing and dancing.



Transformer
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Vaswani et al. Attention is All You Need. 2017



• C layers 
of 
encoder 
(=6) 

• D layers 
of 
decoder 
(=6)

Transformer Multi-head Attention
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Figure 1: The Transformer - model architecture.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
of the values, where the weight assigned to each value is computed by a compatibility function of the
query with the corresponding key.

3.2.1 Scaled Dot-Product Attention

We call our particular attention "Scaled Dot-Product Attention" (Figure 2). The input consists of
queries and keys of dimension dk, and values of dimension dv . We compute the dot products of the
query with all keys, divide each by

p
dk, and apply a softmax function to obtain the weights on the

values.
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Figure 1: The Transformer - model architecture.
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attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
of the values, where the weight assigned to each value is computed by a compatibility function of the
query with the corresponding key.

3.2.1 Scaled Dot-Product Attention

We call our particular attention "Scaled Dot-Product Attention" (Figure 2). The input consists of
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query with all keys, divide each by
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dk, and apply a softmax function to obtain the weights on the

values.
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•
Scale by  

• why? 
• What are Q, K, V

1
dk

Scaled Dot-Product Attention
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• Benefits?
Multi-head Attention
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• Maskout right side 
before softmax (-inf)

Self-Attention for Decoder
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•  
• internal dimension size = 2048 (in Vaswani 2017)

FFN(x) = max(0,x ⋅ W1 + b1) ⋅ W2 + b2

Feedforward Net
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• Residual Connection 
• Make it zero mean and unit variance within layer 
• Post-norm  
• Pre-norm

Residual Connection and Layer Normalization
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• Token Embedding: 512 (base), 1024 (large) 
– Shared (tied) input and output embedding 

• Positional Embedding:  
– to distinguish words in different position, Map position labels to 

embedding, dimension is same as Tok Emb 

 PEpos,2i = sin(
pos

10002i/d
)

PEpos,2i+1 = cos(
pos

10002i/d
)

Embedding
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• Dropout 
– Applied to before residual 
– and to embedding, pos emb. 
– p=0.1 ~ 0.3 

• Label smoothing 
– 0.1 probability assigned to non-truth 

• Vocabulary:  
– En-De: 37K using BPE 
– En-Fr: 32k word-piece (similar to BPE)

Training
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• Batch 
– group by approximate sentence length 
– still need shuffling  

• Hardware  
– one machine with 8 GPUs (in 2017 paper) 
– base model: 100k steps (12 hours) 
– large model: 300k steps (3.5 days) 

• Adam Optimizer 
– increase learning rate during warmup, then decrease 

η =
1

d
min(

1

t
,

t

t3
0

)

Training

15



• A single model obtained by averaging the last 5 
checkpoints, which were written at 10-minute interval 
(base) 

• decoding length: within source length + 50

Model Average
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Results on WMT14
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• num. 
heads 

• dim of 
key 

• num 
layers 

• hid dim 
• ffn dim 
• dropout 
• pos emb

Effectiveness of Choices
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• 30 ~ 60 encoder 
• 12 decoder 
• dynamic linear combination of layers (DLCL) 

– or. deeply supervised 
– combine output from all layers

Deep Transformer

19Wang et al. Learning Deep Transformer Models for Machine Translation, 2019.



20Wang et al. Learning Deep Transformer Models for Machine Translation, 2019.



21Wang et al. Learning Deep Transformer Models for Machine Translation, 2019.



• Please signup by EOB today if not already 
• Turn in your slides and your report (<= 4 pages) on the 

day of presentation

Language Presentation - Two today
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• Vaswani et al. Attention is All You Need. 2017
Reading
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