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Concept of Overfitting and Regularization
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Regularization
● What is regularization?
● L1 and L2 are the most common types of regularization. These 

update the general cost function by adding another term known as 
the regularization term.

● Loss function = Loss (say, binary cross entropy) + Regularization 
term

● The L2 regularization - most common type of all - commonly known 
as weight decay or Ridge Regression. 

● In the case of L1 regularization (also known as Lasso regression), 
we simply use the sum of the absolute values of the weight 
parameters in a weight matrix.  
                                      

● Dropout Layer                                      
                                  



Regularization Example
Assume you are training a classification model with 4 output units and the loss function J as defined 
below. The weight parameters, regularization parameter, expected and predicted outputs for 4 
examples are given below. Redefine your loss function J with: L1 Regularization and calculate the 
loss, L2 Regularization and calculate the loss.



Regularization Example
Assume you are training a classification model with 4 output units and the loss function J as defined 
below. The weight parameters, regularization parameter, expected and predicted outputs for 4 
examples are given below. Redefine your loss function J with: L1 Regularization and calculate the 
loss, L2 Regularization and calculate the loss.

Answer: L1 Regularization 



Regularization Example
Assume you are training a classification model with 4 output units and the loss function J as defined 
below. The weight parameters, regularization parameter, expected and predicted outputs for 4 
examples are given below. Redefine your loss function J with: L1 Regularization and calculate the 
loss, L2 Regularization and calculate the loss.

Answer: L2 Regularization 
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CNN Example

https://stanford.edu/~shervine/teaching/cs-230/cheatsheet-convolutional-ne
ural-networks

https://stanford.edu/~shervine/teaching/cs-230/cheatsheet-convolutional-neural-networks
https://stanford.edu/~shervine/teaching/cs-230/cheatsheet-convolutional-neural-networks


Any Questions?


