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Machine Translation has increased international trade by over 10%
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Translation Market

e [ anguage services market w/ $60billion (translation,
interpretation, MT) in 2022. $9.7 billion US alone.

e 640,000 translators worldwide (about 75% freelance)
e Machine Translation market: $982.2 million

Market size of the global language services industry from 2009 to 2021 (in billion U.S.
dII rs)

Domains in which the demand for translation is increasing
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When you really need Machine

Translation -
e RimI Natsukawa live
streaming on [Iktok =
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Machine Translation

Translating information from one language to another

I bought a sweet persimmon in the store

v

Ich kaufte eine suf3e Persimone im laden



Types of Machine Translation

e [ranslating information from one language to another
* Meaia: e Number of Languages:
— (Text) Machine Translation — Bilingual

- Speech Translation: speech-to-Text _ Muyltilingual
or Speech-to-speech translation

— Visually Machine Iranslation: lext
translation with additional image

e Genre:
— Sentence level MT
— Document level M T
— Dialog Translation 8



Why automatic Machine Translation?

® |00 expensive to hire human translator
o e.g. touring, shopping, restaurant eating in a foreign country

e [00 much effort for human to translate massive text
o can tolerate iImprecise translation

e Need Iinstantaneous translation
o e.g. In international conterence



Outline

e History of Machine Translation
e Challenge of Machine Translation
e Machine translation math framework

e M| data
e M1 evaluation
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History of MT



A Brief History of Machine Translation

Rule-based MT:
Georgetown-IBM

automatic Example-based MT Neural MT (NMT)
translation of Sysltran Makokp Nagao Seq2Seq
60 sentences : : Attention
Ru->En g Transformer
1947 777" 1966 1976 | 1980s - 2000s ;
0 : 0 0 0 : 0 0
i [1 [ i
il I i I i I I
0 : 0 0 0 ; 0 0
: 1954 . 1968 1 1984 : 2014, 2015, 2017
: : : :
translation as ALPAC report: METEO system Statistical MT
decoding in MT winter for weather (SMT)
cryptography forecasts in Moses, Google
— Warren Canada |

Weaver En->Fr
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History of Machine Translation
o \Warren Weaver: translation as cryptography

4 N

When I look at an article 1n Russian,
I say:

“This 1s really written in English,

but 1t has been coded 1n some strange
symbols.

I will now proceed to decode.”

(1947, 1n a letter to Norbert Wiener)

(& )
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1950s-1960s

e 1954: Georgetown-IBM experiment, au i
of 60 Russian sentences into English, ufiirs| ==
o Only 6 grammar rules and 250 tokens. z
o W. John Hutchins , Leon Dostert , Paul Garvirg

e 1966 ALPAC report

o We do not have useful machine translation a

s AN ¥ ¥ N
1:.,q‘._wr§i;7 L S Vagg
W W45 BREY el T Y

immediate or predictable prospect of useful machine translation

o Funding cut for MT in US in the following 20 yrs
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Rule-based System

e METEO system for weather forecasts (1976)

o Used by Environment Canada from 1981 to 2001, to translate
between English and French

e Systran (1968)

I bought a sweet persimmon in the store

Ich kaufte eine sufle Persimone im laden
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Example-based Machine [ranslation

e 1984: Makoto Nagao, A framework of mechanical
translation between Japanese and £nglish by analogy
orinciple

How much is that red umbrella ? =——= Ano akai kasa wa ikura desu ka.

I 3,

How much is that small camera ? =<=» Ano chiisai kamera wa ikura desu Ka.

16



Statistical Machine Translation

¢ |ate 1980s-1990s: [BM
e 2000s: phrase-based MT (Moses, Google)
e [raining statistical model from parallel corpus

px|y)p(y)

p(x)
p(x|y): translation model, p(y): language model

argmax py(y | x) =

I bought a sweet persimmon iin the store

Ich Kaufte eine sufbe Persimone iim laden
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Neural Machine Translation

e [rained in end-to-end fashion (no intermediate separate training)

e 2014: Sequence to sequence learning with neural networks
o Define LSTM encoder-decoder framework

e 2015: Neural Machine Iranslation by Jointly Learning to Align
and Iranslate

o Define attention mechanism between encoder-decoder
e 2016: Google translate deploys NMT

o 2017: Attention Is all you neeo
o Replace LSTM with multihead attention layers (Transformer)

o Almost all major production MT systems use NMT now

18



Commercial Machine Translation

e Google translate: 133 languages, separate app, support text/
document translation, iImage translation, and speech translation

e Microsoft translate: 129 languages for text

e Baidu translate: 200+ languages

e ByteDance Volclrans: 122 languages

e Deepl: good at European languages, 31 languages

® Youdao lranslate: integrated with its own dictionary app
e [encent [ranslate: native In wechat, and separate app

e NiulTrans: specialized in Chinese to many languages
o ChatGPT

19



MT Products for users/clients

__ Product | User | Scenario | ___Advantage

Web translate tool,
Translation function on
Youtube/Tiktok/Twitter/

Facebook

Computer Aided
Translation tools

translation API
e.g. Amazon translation
private MT deployment
e.d. NiuTrans
Special MT hardware,
e.g. translation pen
Simultaneous
translation earphone

consumers/users who do
not know the source
language

content creator,
translators, knowing both
languages

business client

business client

consumers for targeted
scenario

could tolerate
Imprecision

need high precision

cost/effective

convenient, free/low-cost

productivity and
efficiency,
additional functionality

lIke trans

9
robust

ation memory,
ossary
apl, easy to

iIntegrate and maintain

domain-specific models,
tallored to special needs
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MT Is not just about Model

e Jser-oriented Product

o What are real users’ needs?

o Observe how the users are using our product, e.g. how translators
are using CAT tools

e Data-orienteo
o Look at the cases translated by systems
o Not just automatic metric

e System-oriented
o Building high-performance, reliable, easy-to-maintain system

21



Why is MT difficult?
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Why i1s MT challenging?

e Ambiguous word boundary
® Polysemy
He deposited money In a bank account with a high interest rate.

Sitting on the bank of the Mississippl, a passing ship pigued his
INterest.

e New entity names
o COVID-19

e Complex structure
e Ellipsis (I.e. omission)
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New lerms

BN H0ER, EES LIRS, Si28H28H YBEEZEETH /X H 5L WITFALCH34
b, BFE2020FE=EFHFEEBEeilEAs A ENRRKR. MiIAFITIZF N34.55,

Google Translation (2021.9.1)

On Thursday’'s economic data, the U.S. Department of Labor reported that as of August
28, the number of people applying for unemployment benetfits for the first time was
340,000, which dropped to the lowest point since the outbreak of the new crown crisis
iNn the United States in 2020. The market expects the number to be 345,000.

VolcTrans (2021.9.1)

On Thursday's economic data, the U.S. Labor Department reported that the number of
first-time jobless claims in the United States for the week ending August 28 was 340
thousand, falling to the lowest level since the COVID-19 Epide COVID-19 epidemic
crisis broke out In the United States in 2020. The market expects the number to be 345

thousand. -




New lerms

BT E R, E£EZIEMREFR, 828R 28H IRAEEB/XBIERIKT AR
3415, BFE2020FEEFTEREECIIEAMUENRER., MBI F 934.55.
Bing Translation (2021.9.1)

On Thursday, the *Labor Department reported that 340,000 people applied for *
unemployment benefits for the week ended Aug. 28, the lowest level since the *
crisis began in 2020. The market expects the figure to be 345,000.

Deepl (2021.9.1)

On Thursday's economic data front, the U.S. Labor Department reported that the
number of first-time U.S. jobless claims for the week ended Aug. 28 was 340,000,
falling to the lowest point since the outbreak of the new U.S. crown epidemic crisis
in 2020. The market expected the figure to be 345,000.
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Complex dependenc

ETNERE AR RNE EFE R (153.65, 1.14, 0.75%) A S E0.75%, R153.6537T, GIF
FIEFTS, 3108.9123%E7t, MEEIN2.54513%=7T,

Bing Translation (2021.9.1)

U.S. stock market champion Apple Inc (153.65, 1.14, 0.75 percent) closed up 0.75
percent at $153.65 on Thursday, a record closing high of $10.89 billion, giving it a
market capitalization of nearly $2.54 trillion.

Deepl (2021.9.1)

Thursday's U.S. stock turnover leader Apple (153.65, 1.14, 0.75%) closed 0.75%
higher at $153.65, an all-time closing high, with $10.89 billion traded and a market

cap approaching $2.54 trillion.
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R FFILY R W I RV FIZ

Google Translate: His grandpa and grandma have
never met his grandma and grandpa.

Correct: His father’s parents never met his mother's.
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Acronvym and incorrect word seamentation

_JJZIZJ_B/_JQBA:I:%%U_\ ; EIZIJ_Eé ?\/u\/ﬂz ; '?/[”J]H_jYE/] él)%J_BI_JQB
Iy 1R,

Google Translate: Some Lithuanians said that the deterioration
of Sino-Lithuanian relations has affected Lithuanian export
companies the most.

Bing Translate: Some Lithuanians say the deterioration in
neutral relations has affected Lithuania's exporters the most.
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Made-up Names

e Name:
o 1B#8JX, -> Cyclone Mei

o £ EH -> double sun Wang Chongyang
o Optimus Prime => X or ffEC
® c.0J. made-up martial arts movements

8%
the 18 palm attacks to defeat dragons
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Culture and Slanc
X AR
MT1/MT3: This person is very cattle.
MT2: This man Is a cow.
MT4: This guy's good.
MTO: This guy Is awesome.
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Robustness

o variation of auxiliary function words or symbols

X ARSF

MT1: This person is very cattle.
MT3: This person is very cattle.

MTO: This guy is awesome.

XTAJERF.

MT1: This person is very cattle.
MT3: This person is very cattle.

MTO: This guy is awesome.

X T AR

MT1: This person is very bullish.

MT3: This man is very good.
MT4: This guy is good.
MTO: This guy is very good.

X T ARSF!

MT1: This person is very cow!
MT3: This man is very good.
MT4: This man is good!

MTO: This guy is awesome!
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Robustness

e T A HREL A SREAGREDL.
MTO: Jordan came back from his MTO: Jordan came back
first injury on Sunday. from injury on Sunday:.
MT1: Jordan first recovered from MT1: Jordan returned
injury on Sunday from injury on Sunday:.

Reference: Jordan may
return from injury as
early as this Sunday:.

34



MT: From fluency to nativeness
No, Scarlett, the seeds of greatness were never in me.

MT1: f~, B, FARIIMFRKinfA=EEKE L.
MTO: f~, BE, FARIMHFMEMAFEE,
Ref: 4~, HMER, BRI AZIARAIIN,



Beauty, Rhythm, Melody In Translation

"The Yellow Crane Tower Sends Meng

(EEREZRERLZ] [2) Haoran's Guangling’
7t LI Bal
The old man resigned from the Yellow
L\ T T Crane Tower in the west,
- _@ TRRESTE ’ ~lreworks go down to Yangzhou in
[Hie=H N3 - March.
Ml EZ2E R, A lonely sail is far away and the sky is
It AT KRBT (10), blue, _
Only see the Yangtze River skyline
flow.

(by VolcTrans)
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Beauty, Rhythm, Melody In Translation

'‘Celestial Crane Pavilion: Sending

(ERORETIER T %) Meng Haoran Off to Guangling”
25 15 LI Bal
Old friends westward part from Yellow
LN T Crane Tower,
FREX ’ Amidst March's mist, they descend to
Hie =8 MM . Yangzhou's bower.
MNcs 2L R, | one sail, distant shadow, in the azure
1 LS TRBR (i), vast,
Only the Yangtze River stretches far
at last.

(by ChatGPT) .



Beauty, Rhythm, Melody In Translation
Seeing Meng Hao-ran Off At Yellow

(EERIZZEAZT BR) Crane Tower
My friend has left the west where the
Yellow Crane towers;
V2 a1 L3 ’
MAPREFEEST (lou), ~or River Town green with willows and
Wiz =R NN (zhou), red with flowers.
M BT R His lessening sail is lost in the
M ST R B Hu O boundless blue sky;
- it (1) Where | see but the endless River
rolling by:.

(translated by Xu Yuanchong) .



Average) Human Level Translation

You say that you love rain, but you op
en your umbrella when it rains.

You say that you love the sun, but you
find a shadow spot when the sun shi
Nes.

You say that you love the wind, but yo
U close your windows when wind blo

WS.

This is why | am afraid, you say that y
ou love me too.

MT: {RIZ/REIRF, 1BERR TEY
IR{RIT R AR,
{RiRfRZEXFH, 1B XFHERE
i, 1R 7 —1 A2 R,
RIBIREIRX, 1B=EIXWi
I RIR= X L& P
XMENTAFEER, 1RIEIR
tmERK,
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Expert Level Translation

TFE
=5, Bz, FE4PH, SrEIE
Z., =X, BFEZ., FE1EZE, &M
=,

= IR

EFRMTREEN, EFRESMikH, RN
TiEkic, BERESTEBLIKE,

TiE:

1A= ARREE, ZELBMRZHE, EH™
BEI\FR] A, FMBERERR. BN EHNEY]
=, BEEMEIIARE. RE—FEES, N
REREE,

R 23 MR I 7 -

IREARBEMK, MBEARSHNFTE
f! REXRSEIRIE, (RERSEH
Fmlf! | AR ARFEEMNX, 1RE
AERXEM! | | (REXRSIRE
*, IREARSRAEER! |1 ]

KEZR
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Mathematical Framework of MT



Finding Interlingua for Translation

report_event|

Interlingua factivity=true
y Ly explode(e, bomb, car)
meaning loc(e, downtown)
] \
explodieren detonate
:argd Bombe :argd bomb
:argl Auto :argl car
:1loc Innenstadt :1loc downtown
:tempus imperf :time past
In der Innenstadt explodierte eine Autobombe A car bomb exploded downtown

= |~ YV

In der Innenstadt explodierte eine Autobombe A car bomb exploded downtown

42



Interlingua can be implicit representation

Interlingua?

In der Innenstadt explodierte eine Autobombe A car bomb exploded downtown
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Mathematical Frameworks of MT
direct conditional probabillistic  [Autoregressive Translation

translation model Po(y | x) = Hp(yi‘xa Vi:i-1)
argmax pe(y | x) Non—Autoregr_essive Iranslation
Py 1) = | |01 %)
argmax py(y | x) « p(x|y)p(y) IBM model
— \

reverse translation probability language model
Tom is playing soccer at school

A 0.4 FR 0.3 Z3k o
20.3 5.0.4
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Statistical MT

Tom; 1s2 playings soccer; ats schools

= ~_.
o

-

7] 4 JE 2 T3 Ha IKs
‘ The translation prob. p(x|y) = Zf(X, aly)
d

 |IBM model 1:

[ m m
px|y) = ﬁ 2 2 Ht(leyaj)

a,=0 a=0 j=1
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Statistical MT

* The first model IBM Model 1 is over simplified with a
lot of Independence assumptions

IBM Model 1 Lexical model

global alignment model, alignment
IS dependent on position

IBM Model 3 adding fertility model

IBM Model 2

IBM Model 4 relative reordering model

IBM Model 5 fixes deficiency

Peter Brown et al, The mathematics of statistical machine translation: Parameter estimation, 1993.
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Neural

Transformer Model

Po(y | x) = HP(Yi‘xa Yei-1)

Attention is all you need. Vaswani et al 2017.

Machine Translation

Sequence to sequence learning with Neural Networks. Sutskever et al 2014.
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1a.
1b.

| earning from Data

ok-voon ororok sprok .
at-voon bichat dat .

2a.
2b.

at-drubel at-voon pippat rrat dat .

3a.
3b.

erok sprok izok hihok ghirok .
totat dat arrat vat hilat .

4a.
4b.

ok-voon anok drok brok jok .
at-voon krat pippat sat lat .

5a.
5b.

wiwok farok izok stok .
totat jjat quat cat .

6a.

6b

lalok sprok izok jok stok .
. wat dat krat quat cat .

ok-drubel ok-voon anok plok sprok .

7a. lalok farok ororok lalok sprok izok enemok .

7b. wat jjat bichat wat dat vat eneat .

8a. lalok brok anok plok nok .
8b. iat lat pippat rrat nnat .

9a. wiwok nok izok kantok ok-yurp .
9b. totat nnat quat oloat at-yurp .

10a. lalok mok nok yorok ghirok clok .
10b. wat nnat gat mat bat hilat .

11a. lalok nok crrrok hihok yorok zanzanok .
11b. wat nnat arrat mat zanzanat .

12a. lalok rarok nok izok hihok mok .
12b. wat nnat forat arrat vat gat .

Translation challenge: farok crrrok hihok yorok clok kantok ok-yurp

(from Knight (1997): Automating Knowledge Acquisition for Machine Translation)
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opus.nlpl.eu

Latest News

O.PUS

e 2018-02-15: New corpora: ParaCrawl,
YY) the open parallel Corpus XhosaNavy P
e 2017-11-06: New version:
OpenSubtitles2018
e 2017-11-01: New server location:
http://opus.nlpl.eu

OPUS is a growing collection of translated texts from the web. In the OPUS project we try to convert
and align free online data, to add linguistic annotation, and to provide the community with a publicly

available parallel corpus. OPUS is based on open source products and the corpus is also delivered as . 2016-01-08: New version:
an open content package. We used several tools to compile the current collection. All pre-processing OpenSubtitl.es2016 '
is done automatically. No manual corrections have been carried out. e 2015-10-15: New versions of
TED2013, NCv9
The OPUS collection is growing! Check this page from time to time to see new data arriving ... e 2014-10-24: New: JRC-Acquis
Contributions are very welcome! Please contact <jorg.tiedemann@helsinki.fi > e 2014-10-20: NCv9, TED talks, DGT,
WMT
Search & download resources: | -- select -- v || -- select -- v H all v e 2014-08-21: New: Ubuntu, GNOME
e 2014-07-30: New: Translated Books
o 2014-07-27: New: DOGC, Tanzil
« 2014-05-07: Parallel coref corpus
ParCor
Search & Browse Sub-corpora (downloads & infos):
e OPUS multilingual search interface » Books - A collection of translated literature (Books.tar.gz - 535 MB)
e Europarl v7 search interface e DGT - A collection of EU Translation Memories provided by the JRC
e Europarl v3 search interface « DOGC - Documents from the Catalan Goverment (DOGC.tar.gz - 2.8
e OpenSubtitles 2016 search interface GB)
e EUconst search interface e ECB - European Central Bank corpus (ECB.tar.gz - 3.0 GB)
 Word Alignment Database (old DB) « EMEA - European Medicines Agency documents (EMEA.tar.gz - 13.0
GB)
Tools & Info e The EU bookshop corpus (EUbookshop.tar.gz - 42 GB)
. e EUconst - The European constitution (EUconst.tar.gz - 82° MB)
* OPUS Wiki e EUROPARL v7 - European Parliament Proceedings (Europarl.tar.gz - 2|
« OPUS API by Yonathan Koren GB)
* Uplug at bitbucket e GNOME - GNOME localization files (GNOME.tar.gz - 9 GB)
» Global Voices - News stories in various languages (Global Voices.tar.gz -
Some Projects using OPUS 1.2 GB) l WS STOHES 1 Varot guages ( l &2

: : : e The Croatian - English WaC corpus (hrenWaC.tar.gz - 59 MB)
. | - -
) ,Iie,\tflz/H; A(ln l,‘,“f_syffof’},',‘f‘,, e Ve e JRC-Acquis- legislative EU texts (JRC-Acquis.tar.gz - 11 GB)



Parallel corpora

Un“.:ed Peace, dignity and equality Search
Nations | on a healthy planet

BE4SHE | QR AT, BES RS .

P ZS|

XS EBE L » ETESE i)l 201958 XfmEm (COVID-19)

Olympic Truce:fto -
build ‘culture o = ..o

; ML iRek: &
peace! through S

4

EFR2022F L Z HMIL eIz =

As the Beijing 2022 Olympic Winter

Ramac will affinialhr nnan Ann A

¥§F2022F2 B4R IEXN AR, #
Paz, dignidad e igualdad Busqueda a | BRELFBE HIFEHBRH R
en un planeta sano indice delaAalaz BEABEMNEBRIMFEX

7, AFTFZEEST LREBIE
BEARZRINHL AR BT 7R

& —+ =< o A4 @A 44 0T HJH SRR

DEPORTES
Tregua Olimpica:
construir una

“cultura de paz” a
través del deporte

Con motivo de la inauguracion de los

Juegos Olimpicos de Invierno de

Beijing oy el 4 de febrero, el secretario

general de la ONU, Antonio

Guterres, insta al mundo a “construir

una cultura de paz” a traves del poder 5 1
del deporte y ha pedido a las naciones

atie ohearven 1a Treaiia Olimpica




Parallel corpora

e [ranslation in 724 languages
e A portion: In 3,589 languages

TESTAMENT
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Parallel corpora
Popular books in multiple languages
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Data Resources

» (Text) Machine Translation:
— News Translation (general domain): http://statmt.org/wmt23/translation-task.html

> Includes data from many sources:
— Europarl
— UN Parallel Corpus

— OPUS: https://opus.nlpl.eu/index.php

» Speech Translation:
— MuST-C: https://ict.fbk.eu/must-c/

— CoVoST: https://github.com/facebookresearch/covost
— LibriSpeech
» Tatoeba: collections of translations, https://tatoeba.org/en
» Wikipedia: raw corpus
 Common-crawl: a very large dataset of crawled web pages, noisy.
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http://statmt.org/wmt23/translation-task.html
https://github.com/facebookresearch/covost

Mining Parallel Corpus from the Web

» Usually start from a subset of common-crawl.

» Using bilingual sentence embeddings to filter possible
parallel sentences

* e.g. Laser embedding (90 languages)

» Usually only filter candidates within a same page.
» Could be costly

» ccmatrix dataset (created by Meta)
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M T Evaluation




Many possible translation, which is better?

SpaceXE =R [8:#1T 7 — /R &81E55, BIURZETMALLEA R
ATIEAKRTHIE,

SpaceX launched a mission Wednesday night to put four amateurs
with no space experience Iinto oroit.

SpaceX conducted a launch mission on Wednesday night, sending
four amateurs with no aerospace experience into space orbit.

SpaceX conducted a launch mission Wednesday night that sent
four amateurs with no spaceflight experience into orbit.

SpaceX carried out a launch mission on Wednesday night to put
four amateurs without Aerospace experience into orbit.
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Assessing the Quality of Translation

e Criteria for evaluation metric

o Consistent across different evaluation, so that translation quality Is
comparable

o Differentiable: tell high quality translation from low quality ones

o Low cost: requires low effort of human (e.g. amateur can perform) or
computation
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Aspects of Translation Qualit

® [Nntultion

o Scoring of translations is (implicitly) based on an identification of
errors and other impertections.

e Adequacy/Faithfulness

o Does the output convey the same meaning as the input sentence? |s
part of the message lost, added, or distorted”

® -XPressiveness
® F-legance
e Due to Yan Fu (1854-1921)
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Direct Assessment of Translation Qualit

® Source-based
o Human annotators are given source, without reference.
O avold bias
o can also be used to evaluate human translation performance

e Reference-based
o Human annotators are given reference, without source.
o Can be done by monolingual speaker in target language
o Less effort

e Source-Reference
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Direct Assessment of Translation Qualit

e (Grading scheme
o 1-4, 1-5, 1-6
o 0-100 scale (used In

WMT 2020)

e )oes It require
professional
translator or
amateur(college
students In Foreign
language)

A

Correct translation and fluent language

Mostly understandable, with 1 or 2
errors

some meaningful, but more errors

Incorrect or major errors
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WMT 2020 Evaluation

o 288/ Turkers recruited on Amazon Mechanical Turk.
o 2233 are removed, not passing the quality control

e 054 [urkers are adopteo

* 166,868 assessment scores (of 654k)

e For 10 to-English pairs (Chinese, Czech, German, Russian,
etc.)

e [urkers are provided source and machine translated output
e Quality Control (next)

Barrault et al. Findings of the 2020 Conference on Machine Translation (WMT20), 2020
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Quality Control

e How to ensure that crowd raters produce high quality assessment?
e 100 translation assessment: 40 are regular

e Repeat pairs (10): expecting similar judgement

e Bad Reference Pairs (10):

o damaged MT outputs by randomly replacing n-gram phrases from the same
test set.

O expects low scores

e Good Reference Pairs (10)

o Use golden reference
O expects high scores

e Excluding Bad (10) and Good (10) in calculating final score.
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Filtering Low-quality Annotators

e How to tell it an annotator consistently scores bad
references pairs lower?

e Hypothesis testing (significance test)
o Annotator scores M1 pair with X
o Annotator scores Bad Reference Pair Y
oY < X
o |s the annotator reliable in assessment? (Is the ditference statistically
significant?)

e Remove annotators whose scores for normal MT not
different from bad reference pairs!
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|s the score of system A better than B?

e n pairs of (e.g. MT output, degraded bad translation)
e Scores from human annotators for each (x;, yi)
e Null Hypothesis:

Ul=Xl - yI IS close to O

e [est statistic:

U . _ o X
[ = ~where mean difference u = — =

S/\/Z n n

standard deviation: § = \/ (Lt,- — b_t)2

n—1
e c.g. WMT20, nis 10 (for one 100-item batch)
e Compare with t-distribution table: T=1.645 for p-value 0.05
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Alternative Annotator Agreement

e For discrete scores (e.q. 1-4)
o Kappa coefficient
p(A) — Py
KK — —m
1 — Pr
* p(A): percentage of agreed assessments

® D percentage of agreement if random guess (=1/K if there
K discrete labels)

e .g. P(A) = 0.4, P,=0.25, k=0.2
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Ranking and Annotator Difference

e In WMTZ20, scores of a same annotators are normalized by
according to mean and standard deviation

* [he overall score is an average of standardized scores.
e Ranking based on overall-score (avg z)
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Example Results from WMT 20

Chinese— English
Ave. Ave.z System
77.5 0.102 VolcTrans
77.6 0.089 DiDi-NLP
77.4 0.077 WeChat-Al
76.7 0.063 Tencent-Translation
77.8 0.060 Online-B
78.0 0.051 DeepMind
77.5 0.051 OPPO
76.5 0.028 THUNLP
76.0 0.016 SJTU-NICT
72.4 0.000 Huaweil-TSC
76.1 —0.017 Online-A
74.8 —0.029 HUMAN
717 —0.071 Online-G
747 —0.078 dong-nmt
72.2 —0.106 zlabs-nlp
72.6 —0.135 Online-Z
67.3 —0.333 WMTBiomedBaseline

English— Chinese
Ave. Ave.z System
80.6 0.568 HUMAN-B
82.5 0.529 HUMAN-A
80.0 0.447 OPPO
79.0 0.420 Tencent-Translation
77.3 0.415 Huawel-TSC
774 0404 NiuTrans
77.77 0.387 SJTU-NICT
76.6 0.373 VolcTrans
73.7 0.282 Online-B
73.0 0.241 Online-A
69.5 0.136 dong-nmt
68.5 0.135 Online-Z
70.1 0.122 Online-G
68.7 0.082 zlabs-nlp
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Example Results from WMT 20

Japanese—English
Ave. Ave.z System
75.1 0.184 Tohoku-AIP-NTT
76.4  0.147 NiuTrans
74.1  0.088 OPPO
75.2  0.084 NICT-Kyoto
73.3  0.068 Online-B
70.9  0.026 Online-A
71.1 0.019 eTranslation
64.1 —0.208 zlabs-nlp
66.0 —0.220 Online-G
61.7 —0.240 Online-Z

English— Japanese
Ave. Ave.z System
79.7 0576 HUMAN
7777  0.502 NiuTrans
76.1  0.496 Tohoku-AIP-NTT
75.8 0496 OPPO
759 0492 ENMT
71.8  0.375 NICT-Kyoto
71.3  0.349 Online-A
70.2  0.335 Online-B
63.9 0.159 zlabs-nlp
59.8  0.032 Online-Z
539 —-0.132 SJTU-NICT
52.8 —0.164 Online-G
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Example Results from WMT 20

German— English
Ave. Ave.z System
82.6  0.228 VolcTrans
84.6  0.220 OPPO
82.2 0.186 HUMAN
81.5 0.179 Tohoku-AIP-NTT
81.3  0.179 Online-A
81.5 0.172 Online-G
79.8  0.171 PROMT-NMT
82.1 0.167 Online-B
78.5 0.131 UEDIN
78.8  0.085 Online-Z
74.2 —0.079 WMTBiomedBaseline
71.1 —0.106 zlabs-nlp
20.5 —1.618 yolo

English— German
Ave. Ave.z System
90.5 0.569 HUMAN-B
87.4 0.495 OPPO
88.6 0.468 Tohoku-AIP-NTT
85.7 0.446 HUMAN-A
84.5 0.416 Online-B
84.3 0.385 Tencent-Translation
84.6 0.326 VolcTrans
85.3 0.322 Online-A
82.5 0.312 eTranslation
84.2  0.299 HUMAN-paraphrase
82.2 0.260 AFRL
81.0 0.251 UEDIN
79.3 0.247 PROMT-NMT
77.7 0.126 Online-Z
73.9 —0.120 Online-G
68.1 —0.278 zlabs-nlp
65.5 —0.338 WMTBiomedBaseline
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Example Results from WMT 20

German— French

French — German

Ave. Ave.z System
904 0.279 OPPO
90.2 0.266 VolcTrans
89.7 0.262 1IE

89.2 0.243 HUMAN
89.1 0.226 Online-B
89.1 0.223 Online-A
88.5 0.208 Online-G

Ave. Ave.z System

89.8 0.334 VolcTrans
89.7 0.333 OPPO

89.1 0.319 IIE

89.0 0.295 Online-B
87.4 0.247 HUMAN
87.3 0.240 Online-A
87.1 0.221 SJTU-NICT
86.8 0.195 Online-G
85.6 0.155 Online-Z
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Expert Rating - MQM

e Multidimensional Quality Metrics
e Rate with error category and severity level

e Error Category: Accuracy, Fluency, Terminology, Style, and
L ocale

e - 25t0 0 Severity | Category Weight
Major Non-translation 25
all others S
Minor Fluency/Punctuation | 0.1
all others 1
Neutral | all 0

Freitag et al, Experts, Errors, and Context: A Large-Scale Study of Human Evaluation for Machine Translation, 20212



MQM Error Cateqgor

Error Category Description

Accuracy Addition Translation includes information not present in the source.
Omission Translation 1s missing content from the source.
Mistranslation Translation does not accurately represent the source.
Untranslated text Source text has been left untranslated.

Fluency Punctuation Incorrect punctuation (for locale or style).
Spelling Incorrect spelling or capitalization.
Grammar Problems with grammar, other than orthography.
Register Wrong grammatical register (eg, inappropriately informal pronouns).
Inconsistency Internal inconsistency (not related to terminology).
Character encoding Characters are garbled due to incorrect encoding.

Terminology Inappropriate for context | Terminology is non-standard or does not fit context.
Inconsistent use Terminology is used inconsistently.

Style Awkward Translation has stylistic problems.

Locale Address format Wrong format for addresses.

convention Currency format Wrong format for currency.
Date format Wrong format for dates.
Name format Wrong format for names.
Telephone format Wrong format for telephone numbers.
Time format Wrong format for time expressions.

Other Any other issues.

Source error An error in the source.

Non-translation Impossible to reliably characterize the 5 most severe errors.




Automatic Metric

 The need of automatic metric:

— Human evaluation Is expensive
— Need fast turnaround for model development

» Easy for text classification, just comparing one label

» Hard for variable-length sequence
— multiple yet correct translation

* Widely adopted metric: BLEU

— BiLingual Evaluation Understudy
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BLEU

* Measuring the precision of n-grams

— Precision of n-gram: percentage of tokens in output sentences
num . of . correct . token . ngram

_D
" total . output . ngram

* Penalize for brevity

— If output is too short

— bp = min(1,e'77¢)

. BLEU=bp - (| | p)*
* Notice BLEU Is computed over the whole corpus, not on one
sentence
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Example

Ref: A SpaceX rocket was launched into a space orbit
Wednesday evening.

System A: SpaceX launched a mission Wednesday
evening into a space orbit.

System B: A rocket sent SpaceX into orbit Wednesday.
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Example

Ref: A SpaceX rocket was launched into a space orbit
Wednesday evening.

System A: SpaceX launched a mission Wednesday
evening into a space orbit.

Precision bp=e1-12/11=0.91
Unigram 9/11 BLEU=0.91*(9/11 * 4/10 * 2/9 * 1/8)1/4
Bigram 4/10 =28.1%
Trigram 2/9

Four-gram 1/8

77



Exercise: Calculate BLEU

Ref: A SpaceX rocket was launched into a space orbit
Wednesday evening.

System B: A rocket sent SpaceX into orbit Wednesday.
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Multi-BLEU

* To account for variabllity if one source has multiple references.

 Precision

— n-grams can match in any of the references
num . of . correct . token . ngram

_D
" total . output . ngram

* Brevity Penalty
— bp = min(1,e'77¢)

— closest reference length used

. BLEU=bp - (Hpi)%

* Notice BLEU is computed over the whole corpus, not on one sentence

/9



Pitfall in Calculating BLEU

 Be careful! Tokenization and normalization make diff!

Ref: A SpaceX rocket was launched into a space orbit
Wednesday evening.

System A: SpaceX launched a mission Wednesday evening
INnto a space orbit.

 What is the BLEU for Char-level Tokenization:

Ref: ASpaceXrocketwaslaunchedintoaspaceorbitWednes
dayevening.

SystemA:SpaceXlaunchedamissionWednesdayeveningint
oaspaceorbit.
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BLEU scores can differ much!
Data from WMT 17 for the same system output using different BLEU

configuration.
English— % * —English
config en-cs en-de en-fi en-lv en-ru en-tr | cs-en de-en fi-en 1lv-en ru-en ftr-en
basic 20.7 258 222 169 333 185 | 268 312 266 21.1 364 244
split 20.7 26.1 226 170 333 18.7| 269 317 269 213 36.7 24.]
unk 209 265 254 187 338 206 | 269 314 27.6 2277 375 25.2
metric 20.1 266 220 179 320 199 | 274 33.0 276 220 369 25.6
range 0.6 0.8 0.6 1.0 1.3 1.4 0.6 1.8 1.0 0.9 0.5 1.2
basicy, 21.2 263 225 174 333 189 | 2777 325 275 220 373 25.2
split;, 21.3 266 229 175 334 19.1 | 278 329 278 222 375 254
unk;,. 214 27.0 256 19.1 338 21.0| 278 326 283 236 383 259
metric;. | 20.6 27.2 224 185 328 204 | 284 342 285 230 378 264
range, 0.6 0.9 0.5 1.1 0.6 1.5 0.7 1.7 1.0 1.0 0.5 1.2

Matt Post. A Call for Clarity in Reporting BLEU Scores, 2018
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Guideline of Using BLEU

* Always use sacreBLEU to report

— also known as detokenized BLEU

— use metric’'s original tokenization, no processing on the
reference data!!!

> because different way to tokenize, whether to split compound words (e.g.
long-term ==> long - term), cased or uncased can all affect BLEU

* more than 100 languages

— spBLEU (BLEU with sentence-piece tokenization)
— warning: can be inflated.
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|s BLEU correlated with Human Evaluation?

Figure 6: BLEU predicts Bilingual Judgments
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Bleu score

e— Predicted e Bilingual Group

Papenani et al, BLEU: a Method for Automatic Evaluation of Machine Translation. 2002

33



L earned Metrics

» Supervised:
o BLEURT: Train BERT to predict human evaluation scores (Sellam et al. 2020)

o COMET: Train model to predict human eval, also using source sentence (Rel
et al. 2020)

- Unsupervised/Semi-supervised
o SEScore & SEScore2: synthesize MQM style errors and train (Xu et al 22&23)

o BertScore: Find similarity between BERT embeddings (unsupervised) (Zhang
et al. 2020)

o PRISM: Model based on training paraphrasing model (Thompson and Post
2020)

o BARTScore: Calculate the probability of source, reference, or system output
(Yuan et al. 2021)
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Which One to Use?

 Meta-evaluation runs human evaluation and automatic
evaluation on the same outputs, calculates correlation

» Examples:

o WMT Metrics Task for MT (Mathur et al. 2021)
o RealSumm for summarization (Bhandari et al. 2020)

» Evaluation is hard, especially with good systems!
Most metrics had no correlation w/ human eval over best
systems
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MT venues and competitions

e MT tracks in *CL conferences
e« WMT, IWSLT, AMTA...

‘

German 48.4
* WWw.Statmt.org —
English

48.3 N =
the NAACL-2006 Workshop on Statistical Machine Translation, N
the ACL-2007 Workshop on Statistical Machine Translation, S
the ACL-2008 Workshop on Statistical Machine Translation, —
the EACL-2009 Workshop on Statistical Machine Translation, Finnish
the ACL-2010 Workshop on Statistical Machine Translation : :
the EMNLP-2011 Workshop on Statistical Machine Translation, Russian
the NAACL-2012 Workshop on Statistical Machine Translation, : —

the ACL-2013 Workshop on Statistical Machine Translation, .
the ACL.-2014 Workshop on Statistical Machine Translation, Turkish

the EMNLP-2015 Workshop on Statistical Machine Translation, =

the First Conference on Machine Translation (at ACL-2016). Chinese
the Second Conference on Machine Translation (at EMNLP-2017) k.



http://www.statmt.org/wmt20/
http://www.statmt.org/wmt20/

e Use Google trar

Class discussion

e Pick a 4-line excerpt from a short text (e.g. poem, text message) in English

slate, VolcTrans(translate.volcengine.com), ChatGPT to back-

translate the text via a pivot language, e.q.,

O

-NQ

O

—Ng

1S
1S

N — Spanish —

Nn—=> L1 -2 -

each other

=ale]
—Ng

sh
ish, where L1 and L2 are typologically ditferent from English and from

e (Compare the original text and its English back-translation, and share your

observatior
o What informatior
o Are there transla

NgL

O

ry different pivot
pairs?

S. For example,

got lost in the process of translation”?

lon errors associated with linguistic properties of pivot languages and with
istic divergences across languages?

anguages: can you provide insights about the quality of MT for those language
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