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Breaking Language Barriers
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AI Translation has increased international 
trade by 10%
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World’s 7000 Languages

6



Neural Machine Translation
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I like singing and dancing

我 喜欢 唱歌 和 跳舞

2. Decoding

1. Encoding

A'en*on is all you need. Vaswani et al 2017. Sequence to sequence learning with Neural Networks. Sutskever et al 2014.

Transformer Model



LLM for Translation
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I like singing and dancing

我 喜欢 唱歌 和 跳舞

Attention is all you need. Vaswani et al 2017. Sequence to sequence learning with Neural Networks. Sutskever et al 2014.

Transformer Decoder Model

translate 
to English I like singing and dancing



LLM

Translate

Polish Email

Summarize

Answer daily life questions

Math Calculation

Write Code
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• The cross-lingual impact of vocabulary sharing in LLM

• LLaMAX: Scaling LLM to 100 languages

• LingoLLM: training-free method to enable LLM for 
endangered languages
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Outline



The most eager is Oregon which is enlis:ng 5,000 drivers in the country

Vocabulary

most eager is Oregon which is enlisting 5 drivers in the country

Word level

T h e ␣ m o s t ␣ e a g e r ␣ i s ␣ …

Char level

Sub-word level

The most eager is O re go n which is en list ing 5 , 000 driver

Sub-word vocabulary is the dominant choice

, 000The

O r e g o n ␣

s in the country



Many words don’t map to one token: indivisible.
tokenizer

Tokenizer – split text into basic units

embedding table lookup



o starting from chars
o repeatedly, merge most frequent pairs to form new tokens
o until reaching a fixed size. 
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Popular subword vocab: Byte-Pair-Encoding

cat 90

catch 50

rat 80

rattle 40

freq.raw word a
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Neural Machine Translation of Rare Words with Subword Units. Sennrich et al. ACL 2016

merge
(‘a’, 
’t’)

merge
(‘c’, 
’at’)

merge
(‘r’, 
’at’)

merge
(‘cat’, 
’c’)



• Entropy-regularized Optimal Transport

• Sinkhorn’s algorithm (from [Sinkhorn 1967])
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Vocabulary Learning via Optimal Transport

Pa,a Pa,ab Pa,bc

Pb,a Pb,ab Pb,bc

Pc,a Pc,ab Pc,bc

a

c

Cost matrix D

Transportation matrix 𝑃
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bcab
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∞
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bcab

𝑚𝑖𝑛
!∈ℝ!×#

⟨𝐷, 𝑃⟩ − 𝐻(𝑃)
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Xu, Zhou, Gan, Zheng, Lei Li. Vocabulary Learning via Optimal Transport for Neural Machine Translation. ACL 2021.
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Vocabulary Sharing

English: television       Spanish: televisión

French: television        Italian: television

Dutch: televisie            Portuguese: televisão

Swedish: television Finnish: televisio



• Construct a small instruction-finetuning dataset using 10k 
bilingual parallel data

• Finetune LLaMA-7B

• Examine the translation performance of
o The supervision bilingual direction (bilingual)
o All other directions (multilingual)
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Embedding Finetuning for LLM
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Does embedding FT promote bilingual & 
multilingual translation performance? 

Quadrant
Performance

Case Languages
Bilingual Multilingual

Reciprocal ↑ ↑ cs, da, fr, de

Altruistic ↓ ↑ ar, vi, zh, ko

Stagnant ↓ ↓ Km, lo, gu, te

Selfish ↑ ↓ hi



Fine-tuning 
on bilingual 
data does 
not always 

bring 
benefits to 
supervised 
direction!
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ar, vi, zh, ko



• Byte-BPE (BBPE) produces longer byte level token 
sequence than the number of characters

• 饕 [tāo] (gluttonous) è three tokens [227, 234, 260]

• Implication for improvement:
o shortening: remove the common prefix 227
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Stagnant Quadrant – Over-tokenization
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Stagnant Quadrant: expanding vocab👎 
shortening 👍

0

5

10

15

20

en→km en→lo en→gu en→te

Full Tuning Extend Vocab Shorten



• The cross-lingual impact of vocabulary sharing in LLM

• LLaMAX: Scaling LLM to 100 languages

• LingoLLM: training-free method to enable LLM for 
endangered languages
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Outline
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The quest of multilingual massive-lingual 
LLM



• Combine both parallel (102) and monolingual (94) data

• Data Augmentation by Random Aligned Substitution (RAS)
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LLaMAX: continual pre-training + instruction 
fine-tuning

Parallel Data

Monolingual Data

[source]: : Hello, today is a good day.
[target]: 你好，今天是个好日子。

[source]: Hallo, heute is a gut day.
[target]: 你好，今天是个好日子。

Hello, today is a good day. [source]:你好，aujourd'hui is a 好的 day.
[target]: Hello, today is a good day.

Yinquan Lu, Wenhao Zhu, Lei Li, Yu Qiao, Fei Yuan. LLaMAX: Scaling Linguistic Horizons of LLM by Enhancing Translation Capabilities Beyond 100 Languages. EMNLP 2024.



LLaMAX achieves the best overall 
translation for 6<->101 langs

25
Yinquan Lu, Wenhao Zhu, Lei Li, Yu Qiao, Fei Yuan. LLaMAX: Scaling Linguistic Horizons of LLM by Enhancing Translation Capabilities Beyond 100 Languages. EMNLP 2024.
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LLaMAX improves translation for unseen 
languages

Yinquan Lu, Wenhao Zhu, Lei Li, Yu Qiao, Fei Yuan. LLaMAX: Scaling Linguistic Horizons of LLM by Enhancing Translation Capabilities Beyond 100 Languages. EMNLP 2024.
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LLaMAX is a better foundation model: 
retains and performs well on other multilingual tasks

Yinquan Lu, Wenhao Zhu, Lei Li, Yu Qiao, Fei Yuan. LLaMAX: Scaling LinguisNc Horizons of LLM by Enhancing TranslaNon CapabiliNes Beyond 100 Languages. EMNLP 2024.



• The cross-lingual impact of vocabulary sharing in LLM

• LLaMAX: Scaling LLM to 100 languages

• LingoLLM: training-free method to enable LLM for 
endangered languages

29

Outline



LLMs cannot directly process endangered languages.

30

Translate this Manchu sentence into English:
bi yali qolame bahanarakv.

I s3ll cannot move forward.❌

I cannot s3r-fry meat.✅



• 95% of the world’s 7000~ languages don’t have enough 
data for training LLMs

• Most have a grammar book (60%) or dictionary (75%).
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Motivation: Using Linguistic Description in LLM

Mandarin Cherokee
English Gaelic

Spanish Wenzhou Wu
TusomFrench
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Insight: Make LLMs translate like human language learners.
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LingoLLM

Source Sentence
(in Gitksan)

dim sg̲asgitxu'm

Morph.
Analyzer

Morphological Analysis
sg̲asgitxu‘m è

sg̲a-sgit-xu-‘m è
sg̲a-sgit-PASS-1PL

Morphemes
dim sg̲a-sgit

-PASS-1PL

Dict

Dic7onary Mapping
Gitksan English

dim will
sg̲a block
sgit lie.on

LLM
Gloss

will block-lie-
PASS-1PL

Transla7on
We will

oppose it

Grammar Book
The suffix –’m
indicates that
a verb is first
person plural.

Zhang, Choi, Song, He, Wang, Li. Hire a linguist!: Learning endangered languages in LLMs with in-context linguis>c descrip>ons. ACL-Findings 2024.



• Turn words into morphemes:
o easier to find in dictionaries; we know their roles in a sentence.

• An example in English: Cats got your tongue.
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LingoLLM Step 1: Morphological Analysis

Zhang, Choi, Song, He, Wang, Li. Hire a linguist!: Learning endangered languages in LLMs with in-context linguistic descriptions. ACL-Findings 2024.

Word Morphemes
cats Cat+Plural
got get+Past
your 2nd.Person.Singular+Possession
tongue Tongue+Singular



• Find the closest match in the dictionary (not always exact)

• An example in English to Chinese: Cats got your tongue.
o cats è cat +Plural è猫 +Plural
o got è get +Past è拿到，抓到 +Past
o your è 2nd.Person.Singular +Possession è你 +Posession
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LingoLLM Step 2: Dictionary Matching

Word Morphemes Mapped Morphemes
cats Cat+Plural 猫+Plural
got get+Past 拿到+Past
your 2nd.Person.Singular+Possession 你+Possession
tongue Tongue+Singular 舌头+Singular

Zhang, Choi, Song, He, Wang, Li. Hire a linguist!: Learning endangered languages in LLMs with in-context linguistic descriptions. ACL-Findings 2024.



This is a grammar book for Manchu.
Manchu has a subject-object-verb word order.
Translate the following sentence from Manchu to English: 

bi yali qolame bahanarakv.
Here’s the word by word translation of the words:
bi – I; yali – meat; qolame – stir-fry.PRESENT;
bahanarakv - cannot.PAST.IMPERFECT;
Translate the sentence into English.
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LingoLLM Step 3: LLM Translation

Zhang, Choi, Song, He, Wang, Li. Hire a linguist!: Learning endangered languages in LLMs with in-context linguistic descriptions. ACL-Findings 2024.
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LingoLLM
significantly
improves
NLP on
endangered
languages
5 tasks, 
8 languages
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LingoLLM elevates LLM from no-translation to decent translation
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Zhang, Choi, Song, He, Wang, Li. Hire a linguist!: Learning endangered languages in LLMs with in-context linguistic descriptions. ACL-Findings 2024.

Manchu, Gitksan, Natugu, Arapaho, Uspanteko, Tsez, Bribri, Wolof
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LingoLLM Translation Case - Manchu
Manchu

Input suweni geren xusai dorgi de nikan i niyalma udu 
qoohiyan i niyalma udu

Reference Among your many students, how many are Chinese 
and how many are Korean?

GPT4 -
fewshot

Every person in the military and every person in the 
common people must have courage

LingoLLM How many Chinese people and how many Koreans 
are there among your numerous students?

Zhang, Choi, Song, He, Wang, Li. Hire a linguist!: Learning endangered languages in LLMs with in-context linguis>c descrip>ons. ACL-Findings 2024.
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LingoLLM Translation Case - Gitksan
Gitksan

Input Way ts’ax wildiihl hehl Gitwinhlguu’l ii needii hasakdiitehl reserve. 
“Needii hasaga’m dim dip suwii gi’namhl laxyibi’m,"dihiida.

Reference
And now even though the people of Kitwancool said they did not 
want the little reserve; “We don’t want to give away our land," 
they said.

GPT4 - 
fewshot

He said, "I will stay here in Gitanyow, and you will go to the 
reserve. ’You will learn to speak English well there,’ he told me."

LingoLLM "Although it seems that the people of Kitwancool don’t want the 
reserve, ’We do not wish to give away our land,’” they said.

Zhang, Choi, Song, He, Wang, Li. Hire a linguist!: Learning endangered languages in LLMs with in-context linguistic descriptions. ACL-Findings 2024.
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LingoLLM Translation Case - Arapaho
Arapaho

Input nihcihcee3ciiteit niiyou nuh’uuno heenees3i’okuutooni’

Reference He inadvertently walked in where people were sitting.
GPT4 - 
fewshot I’m going to work for you tomorrow.

LingoLLM Someone accidentally entered this room where people 
sit.

Zhang, Choi, Song, He, Wang, Li. Hire a linguist!: Learning endangered languages in LLMs with in-context linguistic descriptions. ACL-Findings 2024.
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Can LingoLLM solve a math problem in an endangered language?

Example Problem (Manchu): Mari qi Jon juwe (2) se ajigesi, 
Jon qi Jeisa sunja (5) se amba. aika Jeisa 20 se oqi, ere ilan 
(3) sarganjui i se be uheri aqaqi yagese ombi?

Example Problem (English): Mary is two years younger than 
Joan, who is five years older than Jessa. If Jessa is 20 years 
old, what is the sum of the ages of the three girls?

Zhang, Choi, Song, He, Wang, Li. Hire a linguist!: Learning endangered languages in LLMs with in-context linguistic descriptions. ACL-Findings 2024.
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LingoLLM solves a math problem by translating it first

Original Problem: Baldur gets water from a well. He gets 5 
pails of water every morning and 6 pails of water every 
afternoon. If each pail contains 5 liters of water, how many 
liters of water does he get every day?

LingoLLM translation from Manchu: Balder, early in the 
morning, picks up water from the well. He takes five buckets 
in the evening, and six buckets in the morning. If one bucket 
equals five bowls, how many bowls of water does he get in a 
day?

Zhang, Choi, Song, He, Wang, Li. Hire a linguist!: Learning endangered languages in LLMs with in-context linguistic descriptions. ACL-Findings 2024.



LingoLLM Manchu gets close to English in math
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LingoLLM performs well in multiple tasks and 
languages.
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• Vocabulary sharing leads to different four-quadrant impact
o Altruistic: bilingual fine-tuning improves other language 
o Stagnant: shortening helps 

• LLaMAX: Scaling LLM to 100 languages
o do not expand vocab!
o combining both bilingual and monolingual
o data augmentation

• LingoLLM: using morphological analyzers, dictionaries, and
grammar books to enable LLM for endangered languages
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Summary



Multilingual Translation @ Li-Lab

WACO, ACL23
ConST, NAACL 22
MoSST, ACL 22a
STEMM, ACL 22b,
Chimera, ACL 21d,
LUT, AAAI 21b, 
COSTT, AAAI 21c
XSTNet, Interspeech 21
NeurST, ACL 21

Speech Translation

Neurips 19
VOLT, ACL 21a
LLaMA vocab, ACL 24

Vocabulary
Construction

mRASP, EMNLP20
mRASP2, ACL21b
LaSS, ACL 21c
CIAT, EMNLP 21a 
REDER, NeurIPS 21
MGNMT, ICLR 20
Prune-tune, AAAI 21
LegoMT, ACL 23

Training
SEScore, EMNLP 22
SEScore2, ACL 23
InstructScore, EMNLP23
Translate-Canvas, 
                        EMNLP 24

Evaluation
KSTER, EMNLP 21c

Deploy
CapsNMT, EMNLP 19
GLAT, ACL 21e
latent-GLAT, ACL 22
REDER, Neurips 21
LPDS, AAAI 22
switch-GLAT, ICLR 22
ICML 22

Serving/
Inference

Graformer, EMNLP 21b
CTNMT, AAAI 20
LLM-trans-benchmarking,   
NAACL24
LLMRefine, NAACL 24
LingoLLM, ACL 24
LLaMAX, EMNLP 24

LLM for MT

LightSeq, NAACL21
LightSeq2, SC22

Acceleration

CAMIT, IJCAI 19

Human Interaction



Crossing Barriers for 1000 Languages

49

Maori

understudied

Chinese
Spanish

French
English

German

Portuguese

French

French

FrenchSpanish

Spanish

Spanish

Portuguese

Portuguese

English

English

English

German

Turkmen

Shona

Eve
Chamorro

Fula

Breton

Limburgish

Pashto

Burmese

Faroese

Zulu

Sinhala

Kannada

Inuktitut

Macedonian

Marshallese

Ojibwe

Navajo
Zhuang

Aymara

Motu

Inupiaq
Russian

Nahuatl

Kichwa

Cree

• 1: Democra:zing MT for 
extremely-low resource 
languages

   <10k parallel sentences
• 2: Low-latency Streaming 

Speech Transla:on
   <100hrs speech-text data
• 3: Efficient, low-cost 

Transla:on
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Challenges
• Script: Endangered languages may have rare scripts and

orthography.
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Challenges

• Script: Endangered languages may have rare scripts and
orthography.

• Speech: Endangered languages may only be spoken and not
written. It’s more useful if we process speech.

• OCR: Many dictionaries and grammar books are not well-digitized.

• Agentic: LingoLLM may perform better if it can locate context more
autonomously with given tools, instead of following a fixed workflow.
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Towards Scaling Large Language Models to 
1000 Languages

https://leililab.github.io 

https://leililab.github.io/

