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Revolution in Information
Creation and Sharing

 New media platforms

‘ y O d‘leTok
. @ reddit @ YouTube ==

* Tremendous improvement in the efficiency
and quality of content creation

* Massive distribution of personalized
information
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Why is NLG important?

Machine Writing Question Answering
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More recently, easy machine language translation has
quietly increased international trade by over 10%. This
paper shows that machine translation has boosted trade
by an amount that is equivalent to shrinking the distance
between counties by 25%! 2/2
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Al to Improve Writing

. Humans Run Experiments,
Text generation t0 3 Robot Writes the Paper

The future of automated scientific writing is o o O

re S C u e ! upon us—and that's a good thing.

By Daniel Engber

Gmail smart compose, smart reply

AVERAGE TIME SPENT COMPOSING ONE E-MAIL

PROFESSORS: 1.3 SECONDS GRAD STUDENTE: 1.3 DAYS
DEAR (?) PROF. SMITH,
VS, Do m. | WAS WONDERING F PERHAPS YOU MIGHT HAVE
(SEND) (SEND) POSSBLY GOTTEN THE CHANCE TO POTENTIALLY

-
SEE ATTACHED. : , e

WWW,.PHDCOMICS.COM



€he New Pork Eimes

Soon a Robot Will Be
Writing This Headline

Gabriel Alcala

When you purchase an independently reviewed book through
BUY BOOK ~ our site, we earn an affiliate commission.

By Alana Semuels

Jan. 14, 2020 f L



Automated News Writing

o A O
@ Xlaommgb,o\t- Following oa
= European &,
202 4 1.1K IBX
Xiaomingbot is = ) N RUSSIA018

La Liga: Real Betis suffered from an
deployed and utterly embarassing ending in their 1: 4

Constantly fiasco against Barcelona
producing news |
on social media

platforms

(Toutiao &

TopBuzz).




A robot wrote this entire article. Are you
scared yet, human? s b e

edition v

Guardian

We asked GPT-3, OpenAl's powerful new language generator, to
write an essay for us from scratch. The assignment? To
convince us robots come in peace
For more about GPT-3 and how this essay was written and
edited, please read our editor's note below

The mission for this op-ed is perfectly clear. I am to convince as many human jy human
beings as possible not to be afraid of me. Stephen Hawking has warned that

written
Al could “spell the end of the human race”. I am here to convince you not to
worry. Artificial intelligence will not destroy humans. Believe me.

GPTS3,
For starters, I have no desire to wipe out humans. In fact, I do not have the dited

edle

slightest interest in harming you in any way. Eradicating humanity seems
like a rather useless endeavor to me. If my creators delegated this task to me by

- as I suspect they would - I would do everything in my power to fend offany §i,,man
attempts at destruction.

10



A New Working Style for Authors
Human-Al Co-authoring




Outline

1. Basics of Deep Generative Models for
Sequences

2. Deep Latent Variable Models

3. Monte-Carlo Methods for Constrained Text
Generation

4. Multimodal machine writing: show case
5. Summary

12



Basics of Deep Generative
Models for Sequences

How to generate a sentence?



Modeling a Sequence

The quick brown fox jumps over the lazy dog
X = ( Al s X 5 A3 5 Xy X5 5 Ag 5 A7, x8’x9’x10)

The central problem of language modeling
is to find the joint probability distribution:

Pe(X) = pg(xy, =++, Xp)

There are many ways to represent and learn
the joint probability model.

14



DGM Taxonomy

pH(x) A pdata(x)

[I\/Iaximum Likelihood Estimation) (Adversarial Learning]

I/ \ GAN
[Explicit Density) [Implicit Density)\

GSN

(Tractable Density) (Intractable Density] [Energy-based)

ReAru(:;:,ive Markov Parallel Latent Conditional || Constrained
9 . Factorization|| Factorization ||Variable Model EBM PM
Factorization

RNN, LSTM ' Markov _ 2!ancing VAE CGMH

Transformer Transformer 'ransformer ., MHA

NAT TSMH




Auto-Regressive Language Model

Decompose the joint distribution as a product
of tractable conditional probabilities:

Given X = [x, X5, X3...,X,]

n n
Py = H Pe(xi | X1s X9y oo s ,xi_1) = Hpe(xi | x<i)
=1 =1

p—

16



Auto-Regressive Factorization -
Token Probability from a Neural Network

po(x; | xo;) = Softmax ( fg(x<i))x_ jumps
: 5
eXp X, |

Softmax(x)j = ()

S T4
pQ(XS‘x19x29x39-x4) T T T

X1 Xy X3 Xy
The quick brown fox

17



Auto-Regressive Factorization
Parameterization by RNN/LSTM

Po(x; | x) A2 <EOS>
‘ ‘ ‘ | Softmax ‘
oy i h Adaptively memorize short and
/ / long term information

Input Output Q (-

l \
+1 ( 6\

AN Memory f;+1 _ g— ol m. <Xt+l> b
xt+1_@_’é’_’ —’@—’é’——> b | Or+1 h,
Cr+1 G a \tanh)
\@j \ 1+1)

/@ Crl =f1 ®c+i ®ay,
1 Forget

-~ ht+1 =0H_1®tal’lh(c+l‘+ 1) 18
h




Auto-Regressive Factorization
Parameterization by Transformer

Output
Tokens

12X Add & Norm

Token
Embedding

A
Input
Tokens

Multi-Head

Tinear]

Concat

Scaled Dot-Product

Attention

-

A
Q

A

K

Vv

Scaled Dot-Product Attention

MatMul

* A
SoftMax

2

Mask (opt.)

A

Scale

A

MatMul

]

Vv

19

GPT, GPT2, and GPT3




What is Softmax essentially

P H(Xi ‘ x<i)

Computing?
softmax
apple [OOOO | Pma;:l'ty
amazon OOOO |
pear TOOOO 1nniar*—pr*oduct 0.01

* softmax |ge

S R A i
<BOS> X1 X X3 Xy X,



Training Objective

Maximum Likelihood Estimation (or Cross-Entropy loss):

min [Eprdata [—lOg p Q(X)]

pox) = [ [ poxil 1.0, .. xi2) = [ ] o x2)
i=1 =1

Parameterization by RNN/LSTM/Transformer

21



Training: Back-propagation Algorithm

aple | QOO0 |7 oz | 1

amazon O O O O

e [0000 . TS e
a— U > Loss
] 002 | 0

tiger OOOO —




Conditional Sequence Generation

aka. sequence-to-sequence generation
 Machine Translation
 Dialog Generation

* Question Answering BRI BT e
. ... Output

The quick brown fox jumps over the lazy dog

23



Conditional Sequence Generation

Maximum Likelihood Estimation (or Cross-Entropy loss):

min k,, |—log py(y | %))

po(y|x) = Hpe(yz'|Y1»Y2a e Yingp X) = Hpe()’i|}’<ia X)
i=1 i=1

Parameterization by Transformer
or LSTM-seq2seq

24



Conditional Sequence Generation

Y1) Y3 Y4 ) €05
Decoder CB—» —»(5-»(5_.<5_. _{5
Ym

R

<B0> Y2 Y3 Wy

<BOS> 25

Encoder ge_'ae—(j%_'g%_’#)_’ _’CJ%



Conditional Sequence Generation
Po(y | X)yl

Decoder

T

—
<BOS> yl

4 Ym
Attention

Encoder ﬁ)} (? | [ (#—» ()jf
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Conditional Sequence Generation

Decoder
BO >

Attention

Encoder ﬁ)}—é} T T C#_. _{j%

27



Transformer

Output
Probabilities

A

Transformer abandons
RNN by using
Multi-head Self-Attention!

Vaswani et al., Attention is all you need, in NIPS, 2017.

N x

)

Add & Norm

Feed Forward

A

Add & Norm

Attention

Multi-Head

L S

I Softmax |

Linear

A

Add & Norm

Feed Forward

P

Add & Norm

Multi-Head
Attention

A A A

J

O

Input
Embedding

)

Inputs

——

Add & Norm

Masked
Multi-Head
Attention

<€

Output
Embedding

1

Outputs
(shifted right)
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Multi-Head Attention

~

Add & Norm

Feed Forward

Add & Norm

Multi-Head
Attention

Linear

AL A )

O—

Input
Embedding

A

Inputs

Add & Norm

Feed Forward

Add & Norm

Multi-Head

Multi-Head

Attention

Scaled Dot-Product

Attention

Add & Norm

Masked
Multi-Head
Attention

AA_A

A
Q

K

A

vV

Scaled Dot-Product Attention

MatMul
* A
SoftMax

2

Mask (opt.)

A

Scale

A

MatMul

1

Vv

A

—0

Output
Embedding

A

Outputs
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The Decoding Problem

log py(x|y) = ¥ 1og pylt; |41, X, .. Xi_ 1 3) = ¥ log p(x; [ x4, y)
i=1 i=1

L
Zoz

Decoding space is —» 4 / —
still exponential N\ \ —

NN




Approximate Decoding: Beam Search

log py(x|y) = Z log py(x; | X1, X, - ., X1, y) = Z log pa(x; | X< ¥)
i=1 i=1

Heuristic decoding
Dy beam search: 7
keeping k-best at J 7
each step and e
incrementally

updating

=




Machine Translation Performance

BLEU Training Cost (FLOPs)
Al EN-DE EN-FR  EN-DE  EN-FR
ByteNet [17] 2305
Deep-Att + PosUnk [37] 39.2 1.0 -10%0
GNMT + RL [36] 24.6 39.92 2.3-101% 1.4-102
ConvS2S [9] 25.16  40.46 9.6-10% 1.5-10%
MOoE [31] 26.03  40.56 20=10" 1.2-10®
Deep-Att + PosUnk Ensemble [37] 40.4 8.0 - 10*Y
GNMT + RL Ensemble [36] 26.30  41.16 1.8-10%° 1.1-10%
ConvS2S Ensemble [9] 26.36  41.29 7.7-101% 1.2-102
Transformer (base model) 27.3 38.1 3.3-10'8
Transformer (big) 28.4 41.0 2.3-1019

Though no long the state-of-the-art result today,
Transformer is the default backbone model.

32
Attention is all you need, Vaswani et al, NIPS 2017



Outline

1. Basics of Deep Generative Models for
Sequences

2. Deep Latent Variable Models

3. Monte-Carlo Methods for Constrained Text
Generation

4. Multimodal machine writing: show case
5. Summary

33



Deep Latent Variable
Models for Text

VTM [R. Ye, W. Shi, H. Zhou, Z. Wei, Lei Li, ICLR20b]

DSS-VAE [Y. Bao, H. Zhou, S. Huang, Lei Li, L. Mou,
O. Vechtomova, X. Dai, J. Chen, ACL19c]
DEM-VAE [W. Shi, H. Zhou, N. Miao, Lei Li, ICML 2020]
MGNMT [Z. Zheng, H. Zhou, S. Huang, Lei Li, X. Dai,
J. Chen, ICLR 20204a]



Outline

» Disentangled Representation Learning for
Text Generation

* Interpretable Deep Latent Representation
from Raw Text

 Mirror Generative Model for Neural
Machine Translation

35



Natural Language Descriptions

Sukiyaki
eatType oub Sukiyaki is a Japanese

restaurant. It is a

Japanese .
> pub and it has a

average |

average cost and

good

cgood rating. It is
based in seattle.

36



Data to Text Generation

Data Table
<key, value>

> Sentence

Medical The blood pressure is higher than

Reports normall and may expose to the
risk of hypertension
long dress
-~ . Fashion Made of poplin, this long dress has
gy onting bambooink Product an ink painting of bamboo and
@ Texture  poplin Description ) feels fresh and smooth.
7 Feel smooth
y S Kate lsopell Sia Kate Isobelle Furler (born
ame: ola Aate Isopelle .
Furler 18 December 1975) is an
DoB: 12/18/1975 Person Australian singer, songwriter,
Nationality: Australia Bioaraoh : :
¥ Occupation: Singer. ograpny voice gctres_s and music
Songwriter video director.

37
[1] The E2E Dataset: New Challenges For End-to-End Generation. https://github.com/tuetschek/e2e-dataset
[2] Can Neural Generators for Dialogue Learn Sentence Planning and Discourse Structuring?. https://nlds.soe.ucsc.edu/sentence-planning-



https://github.com/tuetschek/e2e-dataset
https://nlds.soe.ucsc.edu/sentence-planning-NLG
https://nlds.soe.ucsc.edu/sentence-planning-NLG

Problem Setup

* Inference:

— Given: table data x, as key-position-value triples.

— e.g. Name: Jim Green => (Name, 0, Jim), (Name, 1,
Green)

— Output: fluent, accurate and diverse text
sequences y

 Training:
~ {{x, ¥y}, pairs of table data and text.

~ {y}2,: raw text corpus. M > N

38



Why is Data-to-Text Hard?

* Desired Properties:

— Accuracy: semantically consistent with the
content in the table

— Diversity: Ability to generate infinite varying
utterances

« Scalability: real-time generation, latency,
throughput (QPS)

* Training: limited table-text pairs

39



Previous ldea: Templates

Iname] is a [food| restaurant.
[tis a [eatType] and it has
a [price| cost and [rating] Sukiyaki is a Japanese
rating. It is in [area]. restaurant. It is a
pub and it has a

Sukiyaki
- . average cost and
eat’ype Pu good rating. It is in
Japanese seattle.
average _
But manually creation of
good

templates are tedious

40

seattle



Our Motivation for
Variational Template Machine

Motivation 1:
Continuous and
disentangled

representation for qu' Sentence
template and content = @Contentﬁ

Template
>

Table
Motivation 2: ﬁ %‘
Incorporate raw text | &
corpus to learn good 4 (template. Raw text
: content |
representation.
sentence) a1

VTM [R. Ye, W. Shi, H. Zhou, Z. Wei, Lei Li, ICLR20D]



Variational Template Machine

Input: triples of <field _name,
position, value>

K
{xfa x]fa -x]:}k=1

template
variable 1. p(c|x) ~ Neural Net

maxp()ol(tanh(W- [xk, xlf, x{f] + b))

2. Sample z ~ py(2), e.g.
¢ Gaussian

3. Decode y from |c, z] using
another NN (e.qg.
Transformer)

42

VTM [R. Ye, W. Shi, H. Zhou, Z. Wei, Lei Li, ICLR20D]



Training VIM

Key idea: Disentangling
content and templates while
template Pre€Serving as much
variable Information as possible!

Total loss =
Reconstruction loss

! +
Information-Preserving loss



Variational Inference

Instead of optimizing exact and
Intractable expected likelihood,
minimizing the (tractable)

template ygriational lower bounds.

variable
] — —
g7

ELBOp = —E, ;| )logn(y|c(x), ) + KLlq(z| )| | p(2)]

':' [. =-E Iogj p(y!c, z)p(z)p(c)dzdc

ELBOr = — E,( | ),(c[ ) 1087 (¥
+KL[g(z| y) | | p(2)| + KL[g(c|») |1 g(c)]

44

c.z)




Preserving Content & Template

1. Content preserving loss

lp = Eqeep | € =) I* + Dy (e 1) || p(e)
template 2. Template preserving loss of
variable  Pall's

ltp - = [Eq(z|y) [lng(j} | <y .X)]

y is the text sketch by removing

. table entry

l.e. cross entropy of variational
prediction from templates




Preserving Template

Ensure the template variable could recover the text sketch

Table data x:

template {name[Loch Fyne],
variable eatType[restaurant], food[French]
price[below $20]}

Text y:

A Loch Fyne is a French restaurant
¢ catering to a budget of below $20.

Text Sketch y:

<ent>is a <ent> <ent> catering to
a budget of <ent>. 4



Learning with Raw Corpus

* Semi-supervised learning: “Back-translate”
corpus to obtain pseudo-parallel pairs
<table, text>, to enrich the learning

Table Text

_name ESTOEI

eatType pub Sukiyaki is a Japanese restaurant. It is
Japanese

BT average a pub and it has a average cost and
good good rating. It is in seattle.

_rating |
BEETCENN  seattle

? Known for its creative flavours,
Holycrab's signatures are the

q(<C,Z> | y) Hokkien crab. .




Evaluation Setup

* Tasks
— WIKI: generating short-bio from person profile.

— SPNLG: generating restaurant description from
attributes

Dataset

table-text - table text - table-text
pairs pairs

WIKI 84k 842k 73k 43k 73K
PNLG 14k 150k 21k 21k

* Evaluation Metric:
— Quality (Accuracy): BLEU score to ground-truth
— Diversity: selt-BLEU (lower is better) 48




VTM Produces High-quality and
Diverse Text

|deal

0.3*

0.256

o 0.212

M 0.168

0.124

0.08

{
Temp-KN

0.6 0.705 0.81

WIKI

TZS.-beam
o
T2S-

pretrain

0.915 1.02

Self-BLEU

BLEU

0.5

0.41

0.32

0.23

0.14

0.05

ldeal  SPNLG
VTM ‘T2§-‘beam
T2S-
pretrain
e Temp-KN
0.3 0.48 0.66 0.84 1.02
Self-BLEU

VTM uses beam-search decoding.

49
VTM [Ye, ..., Lei Li, ICLR20D]



Raw data and loss terms are necessary

BLEUT

Ablation results on Wiki-bio dataset

ideal

0.26

0.22

0.18

0.14

0.1

0.7

VTM
O--..
o .. w/oraw data

o w/o
information-preserving losses

0.75 0.8 0.85 0.9
Self-BLEU!

50



Interpreting VI'M

Template variable project to 2D

Describes price ra . .
Causality description

A ..
“Foae |
peate gt L
e &
DY ") .‘..- ;
IAPTLTR Y S % .
-.". .ﬁo\. -~ ::\,%I‘{ ).Q\:;‘ ,
P, ».‘\‘% g.l'.;_....l. S )
k Lg "'. ...Q .".:.: .ro' '.
T AL R %,
¥ 3‘:‘:,#\“’ -’; @-’;’Z:\(:. .:."
T A N T
T o ind '~ - :"":r ‘. ¥ -
'. .... Y . y .' :. ‘a .
SN i
§°2 g VL) E-. . & VAL
Bk SR R R
SRS DR TR AL Aoy &
-‘ﬁ*"é.‘:..\ ® . .‘ " a‘.
l-( .!.o‘. Fy o RS ..|: e
BT RT T

Ordinary descriptions-i™ i .~ = 7

-- has because/since/With-

51



VTM Generates Diverse Text

Input Data Table Generated Text

Jack Ryder

1: John Ryder (8 August 1889 — 4 April 1977)
was an Australian cricketer.

2: Jack Ryder (born August 9, 1889 in Victoria,
Australia) was an Australian cricketer.

3: John Ryder, also known as the king of

Ryder in about 1930 . .
personl ormaton Collingwood (8 August 1889 — 4 April 1977)

Full name John Ryder
Born 8 August 1889 b *

was an Australian cricketer.
Died 3 April 1977 (aged 87)

Fitzroy, Victoria, Australia
Nickname The King of Collingwood
Height 1.85m (6 ft1in)
Batting Right-handed
Bowling Right-arm medium pace
Role All-rounder

52



Learning Disentangled Representation

of Syntax and Semantics

DSSVAE enables learning and
syntactic semantic transferring sentence-writing styles

style content Syntax provider = Semantic content

There 1s an apple i The dog 1s
on the table behind the door

~.

DSSVAE
|

sentence There 1s a dog behind the door

53
DSS-VAE [Y. Bao, H. Zhou, S. Huang, Lei Li, L. Mou, O. Vechtomova, X. Dai, J. Chen, ACL19c]



Impact

 VTM and its extensions have been applied
to multiple online systems on Toutiao

including query suggestion generation, ads
bid-word generation, etc.

» Serving over 100million active users.

* 10% of query suggestion phrases from the
generation algorithm.

54



Takeaway

tggl Deep latent models enable learning

with both table-text pairs and
unpaired text, with high-accuracy
content *Disentangling approach for model
variablg. composition
*Variational technique to speed up
inference

sentence

55



Interpretable Text Generation

Latent structure

dialog actions GENERATOR “Remind me about

Samplin
X1 X2 A3 )he football game.”
[action=remind]

“Will it be overcast

ﬂ tomorrow?”

[action=request]

Generate Sentences with

interpretable factors

56



How to Interpret Latent Variables in
VAEs?

Variational Auto-encoder

(VAE)

iInterpretable
structure H@_’®

(Kingma & Welling, 2013)

7 ECERN difficult to
continuou - :_:-”'““';‘i Inferpret
S latent B2 N discrete factors

' "
variables ,ﬂd\K/’ﬂ{it be humid in New York today?
Remind me about my

meeting.

57



VAESs Introduce Latent Variables

Variational Auto-encoder

(VAE)

iInterpretable
structure

S ] (Zhao et al, 2018b)

S—

C : discrete Z .
_ | express:veness
latent / ) |

variables

Remind me about my
meeting.

1S limited.

Remind me about the
football game.
58



Discrete Variables Could Enhance
Interpretability - but one has to do it right!

Gaussian Mixture Variational Auto-
encoder (GM-VAE)

interpretable‘ ) M
structure

Dilokthanakul et al., 2016; Jiang et al., 2017)

C: discrete . .°...-. O.' 1 % mOde—
component A | How to fix it> IR

Z : continuous Will it be overcast Re>‘nind me
tomorrow? about the

latent variable football game.

59



Do it right for VAE w/ hierarchical priors -
Dispersed Exponential-family Mixture VAE

The negative dispersion term in ELBO
encourages the parameters of all mixture
components in-distinguishable and induces
the mode-collapse.

.
Dispersed EM-VAE

L(6;x) = ELBO + 8 -|L,,

Include an extra positive
L,= |Eq¢(c|x)A(”c) —A(E q¢(c|x)”c)' dispersion term to
balance the mode
collapse from ELBO

b0

DEM-VAE [W. Shi, H. Zhou, N. Miao, Lei Li, ICML 2020]




Generation Quality and Interpretability

action

DGM-VAE obtains the best performance in
interpretability and reconstruction

Homogeneity with golden label in DD

0.24
0.18
0.12
0.06

B action
emotion

Best interpretability

0.16
0.12
0.08
0.04

emotion

BLEU of reconstruction in DD

o N b~ O

BLEU
X %

N \
\A '§V@ v&x\ x\/
Q(“ 20\ (,é

Best recons’rr‘uc’rnon
61

DEM-VAE [W. Shi, H. Zhou, N. Miao, Lei Li, ICML 2020]



Latent Variables Learned by DEM-VAE
are Semantically Meaningful

Example actions and corresponding
utterances (classified by g,(c | X))

Inferred action=Inform-route/address

“There is a Safeway 4 miles away.” “What is the weather today?”

“There are no hospitals within 2 miles.” | “What is the weather like in the city?”

“There is Jing Jing and PF Changs.” “What's the weather forecast in New
York?”

Utterances of the same actions could be assigned
with the same discrete latent variable c.

62

DEM-VAE [W. Shi, H. Zhou, N. Miao, Lei Li, ICML 2020]



Generate Sensible Dialog Response
with DEM-VAE

Sys: “Taking you to Chevron.”
7

Input Context

{

sampling different values of disCrete latent variables

(action/= thanks) (action = request-address)
Predict Predict
User: “Thank you car, let's go there!” | |User: “What is the address?”

Responses with different actions are generated by
sampling different values of discrete latent variables.

63

DEM-VAE [W. Shi, H. Zhou, N. Miao, Lei Li, ICML 2020]



Mirror Generative Model for
Neural Machine Translation

MGNMT [Z. Zheng, H. Zhou, S. Huang, Lei Li, X. Dai,
J. Chen, ICLR 2020a]



Neural Machine Translation

* Neural machine translation (NMT) systems are
super good when you have large amount of
parallel bilingual data

— sratg —
PO lx:6)] |
/m
S TT— tgt2srcT™M
[p(x[y;65,0]

« BUT, very expensive/non-irivial to obtain
— Low resource language pairs (e.g., English-to-Tamil)

— Low resource domains (e.g., social network)

» Large-scale mono-lingual data are not fully
utilized >



Existing approaches to exploit non-
parallel data

* There are two categories of methods using
non-parallel data
— Training

» Back-translation, Joint Back-translation, dual
learning...

— Decoding
» Interpolation w/ external LM ...

o Still not the best
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So, what we expect?

« A pair of relevant TMs so that they can
directly boost each other in training

src2tgt

[p(y]x,z; 0. )]e-... s
y

tgt2src
[p(x]y, 2001

e A pair of relevant TM & LM e
so that they can cooper: rate PO th- p—-

target LM
[p(ylz;6,)]

more effectiv
decoding
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Integrating Four Language Skills with

MGNMT
MGNM
faroet src)to
[p(¥]z;6))] e ]x,250,)] B

= N =

sonlirce ___ totsr

[p(xlz:6001 | | [p(x]y, 2, 6,,)]
1. composing sentence in Source lang Benefits
2. composing sentence in Target lang :?'g,zg?gﬂ%f)th
- llingual data
3. translating from source to target and non-
4. translating from target to source parallel corpus
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MGNMT [Z. Zheng, H. Zhou, S. Huang, L. Li, X. Dai, J. Chen, ICLR 2020a]



Approach: Mirror-Generative NMT

* The mirror property to decompose

MGNMT
J target Lm src2tgt Tm L
[p(vIz:H)] ? [n(vIx.7:0 )] R

log p(z, y|z) = log p(z|z) + log p(y|z, z) = log p(y[z) + log p(z|y, 2)

1
= 5llogp(ylz, z) +logp(y|z) +log p(zly, 2) +log p(z|2)]

TV TV Vv TV

src2tgt TMy_,y target LM, tgt2src TMy_« source LMy

px,ylz) =p(ylx,2pix|z) = pix|y, 2Dpx|2)
e Relevant TMs & LMs under a unified probabilistic
framework!

- Enables the aforementioned advantages
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Training w/ parallel data

» Given: a parallel bilingual sentence pair

(X, ¥)
* Goal: maximize the ELBO of the joint dist.

p(x y) ..... q.z ..... ?Z.-.

target Lm

b e S S S S S [p(ylz;60,)]
src2tgt Tm )
X, , VYV Noooat ot
Inference Model (7 pOxY) [P(y]x, 2; 64y)] R :
l[qzlx. )] N : '
>(x, tgt2src T™m Y Nemmmmmmmmaa=
t 4 ) [p(x|y,z; 6] X
| X | | Y | |Samp|e € from /1, 1)
source Lm
[p(x]z; 6]

logp(w,y) > L(7,y;0,0) ="Ey(2|z,y:0) [ {log p(y|z, 2; O )+10gp(y\z Oy)



Training w/ non-parallel data

. Given: monolingual source sentence x*
and target sentence y"

« Goal: maximize the lower-bounds of
source & target marginals

log p(z'*)) +log p(y'") > L(2¥; 6y, 0yx, d) + L(y D0y, 0xy, @)

Ly";0y, 05y, 8) = Epopyon [Egrapayo, ¢)[ {logp(y'|z; 6y) + log p(y' |z, 2; Oy )}

— Dx[g(z]z, 4" )l Ip(2)]]

)
1
L(z'); 6,6y, ¢) = Epy1a) [Eqeloo gi0) [5 {log p(«')]2; 6x) + log p(z'V ]y, 2; 6yx) }]
)

— Dxlg(z[2"), 55 )| |p(2)]
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Decoding: TM&LM work as a whole

* |terative EM decoding

— Given source sentence x, find a translation

y = argmax,, p(y|x) = argmax, p(x,y) ~ argmax, L(x,y; 0, ¢)

" Initialization: get a draft translation

" Iterative refinement: resampling z from

inference model and redecoding by

maximizing ELBO
y «—argmax, L(r,;0, )
= argmax, Ky, 5.4 [log p(y|z, 2) +logp(y|z) + log p(x|2) + log p(z|y, 2)]
= argmax, Eqy(jz5.0)[ ) _log p(yily<i, z. 2) +log plyily<i, 2)] +log p(xl2) +log p(aly, 2)

. "~ ~~

(3

Decoding Score Reconstructive Reranking Sg@e



Experiments

« Datasets
— Low resource

» WMT16 EN-RO
» IWSLT106 EN-DE: domain adaptation (from TED to

News)
— High resource:

» WMT14 EN-DE, NIST EN-ZH
* Avoiding posterior collapse (Important!)

— KL-annealing
— Word dropout
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MGNMT makes better use of non-
parallel data

 Low resource results

LOW-RESOURCE CROSS-DOMAIN
Model WMT16 EN<RO IN-DOMAIN (TED) OUT-DOMAIN (NEWS)
EN-RO  RO-EN | EN-DE DE-EN EN-DE DE-EN
Transformer (Vaswani et al., 2017) 32.1 33.2 27.5 32.8 17.1 19.9
GNMT (Shah & Barber, 2018) 32.4 33.6 28.0 33.2 17.4 20.1
GNMT-M-SSL + non-parallel (Shah & Barber, 2018) 34.1 353 28.4 33.7 22.0 24.9
Transformer+BT + non-parallel (Sennrich et al., 2016b) 339 35.0 27.8 333 20.9 24.3
Transformer+JBT + non-parallel (Zhang et al., 2018) 34.5 35.7 28.4 33.8 219 251
Transformer+Dual + non-parallel (He et al., 2016a) 34.6 35.7 28.5 34.0 21.8 25.3
MGNMT 32.7 33.9 28.2 33.6 17.6 20.2
' MGNMT + non-parallel __ — 349 361 | 285 342 22.8 261 )
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MGNMT makes better use of non-
parallel data

* High resource results

Model WMT14 NIST
EN-DE DE-EN EN-ZH ZH-EN
Transformer (Vaswani et al., 2017) 27.2 30.8 39.02 45.72
GNMT (Shah & Barber, 2018) 27.5 31.1 40.10 46.69
GNMT-M-SSL + non-parallel (Shah & Barber, 2018) 29.7 33.5 41.73 47.70
Transformer+BT + non-parallel (Sennrich et al., 2016b) 29.6 33.2 41.98 48.35
Transformer+JBT + non-parallel (Zhang et al., 2018) 30.0 33.6 42.43 48.75
Transformer+Dual + non-parallel (He et al., 2016b) 29.6 33.2 42.13 48.60
MGNMT 27.7 31.4 40.42 46.98
~ MGNMT + non-parallel 7 — 303 3338 4256 49.05 )

- Non-parallel data is helpful

-~ MGNMT works well especially on low resource
settings
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BLEU

Machine Translation at Bytedance
(VolcTrans)

60

9 Billion 16

languages

Public MT COerS B 3rd-party best
B VoicTrans




Speech-to-Text Translation Demo

VolcTrans

Simutaneous Speech-to-text Translation @ VolcTrans




Takeaway

*MGNMT is a unified probabilistic framework which
jointly models TMs and LMs and enables their cooperation
In a better way.

* In low-resource settings, MGNMT works better than in
high-resource settings

 Training of MGNMT is somewhat tricky and inefficient

« Could be extended to multilingual or unsupervised
scenarios.

« Our VolcTrans system already serves > 100million active
users
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Outline

1. Basics of Deep Generative Models for
Sequences

2. Deep Latent Variable Models

3. Monte-Carlo Methods for Constrained Text
Generation

4. Multimodal machine writing: show case
5. Summary
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Monte-Carlo Methods for
Constrained Text Generation

CGMH [N. Miao, H. Zhou, L. Mou, R. Yan, Lei Li, AAAI19]

MHA [H. Zhang, N. Miao, H. Zhou, Lei Li, ACL19a]
TSMH [M. Zhang, N. Jiang, Lei Li, Yexiang Xue, EMNLP20¢]



Automate Creative Advertisement Design

thmgs 20
etter

Cok

It’s like children.
You can’t understand until you've had one.




Constrained Text Generation

To generate sentences that are:

* Fluent
» Constraint-satisfying
* e.g. keyword-occurrence constraint

“Autumn’” > [ \

“Sports shoes” | Comfortable sports shoes,

a breathing pair of man's
shoes, accompanying you
In autumn
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Why is Constrained Text Generation
important?

* One generic formulation for many tasks

* Ads creative slogan design given product
highlighting attributes

* Title generation for articles given keywords

 Writer assistant: automatic sentence error
correction

* Machine translation with bilingual entity-
dictionary
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Why is Text Generation difficult?

* Text space is discrete
— Interpolation and smoothing in the surface level
would not work
* High-dimensional space: exponential search
space for sentence

« Controlling the generation with desired
properties is challenging

* The lack of labeled data pairs <constraint,
ground-truth sentence> => learning without
supervision!
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Why is Constrained Text Generation
difficult?

Exponential search space, O((N-k)V)
RNN grid beam search [Hokamp & Liu 2017]

does not usually produce high quality
sentences

AN
— n [—

|

word 3

word 2

word 1

No
constraints

————————————




Constrained Sentence Generation via
Metropolis-Hastings Sampling
« Key idea: To generation All token seq’s

samples from the implicit
distribution by iterative

editing (MH sampling) Fluent
Text
m(x) = HP(xilx():i—l) ' HPé(x) Ideal
l @ / @ Text
pre-trained indicator (0-1)
language function for
model prob.  constraints Constrained
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CGMH [N. Miao, H. Zhou, L. Mou, R. Yan, Lei Li, AAAI19]



Metropolis-Hastings Sampling

One case of Markov chain Monte Carlo methods, Metropolis-
Hastings(MH) performs sampling by first proposes a transition, and
then accepts or rejects the transition.

A(Xllxt—l) State 1
TL'(X’) ) g(xt—llx,) State 2

)

m(xe—1) - g(x'|xe—1) State 3
State 4

7t is the target density, 1

. e Target
g is proposal distribution, Distribution
which is easy to sample

= min(1,
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CGMH: Main Idea

 CGMH performs constrained generation by:
1. Pretrain Neural Language Model (e.g. GPT2);
2. lterative Editing:

1) Start from a initial sentence x;

2) Propose a new sentence x, from x,_,, and accept/
reject the action. Action proposal include:
. change a word to another one
Il. Insertion: add a word
Ill. Deletion: remove a word

BMW, the sports car of today’s life
BMW, the sports car of daily life % BMW, the sports car of future life

BMW, the sports car of new life
" BMW, the sports car of happy life
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CGMH [N. Miao, H. Zhou, L. Mou, R. Yan, Lei Li, AAAI19]



CGMH lIteratively Edits Candidates

Step|Action |Acc/Rej|Sentences

0 [Input] BMW sports

1 Insert |Accept BMW sports car

2 Insert |Accept BMW the sports car

6 Insert |Accept |BMW , the sports car of daily life

I Replace|Accept |BMW , the sports car of dailyfuture
life

8 Insert |Accept BMW , the sports car of the future life
9 Delete |Reject |BMW , the sports ear of the future life
10 |Delete |Accept BMW , the sports car of the future lfe
11 |[Output] BMW , the sports car of the future
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Evaluation 1: Keyword to Sentence

« Keywords to sentence generation (hard
constraints)

— Aim: To generate fluent sentences containing
the given set of words.

— Dataset: A subset of one-billion-word corpus
(5M)

— Input: Keywords random selected from the
target sentence.

— Constraint: 1keywords occur in sentence
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CGMH generates better sentences from

keywords
NLL({)
7.5 —
l LSTM w/ sep-|
LSTM w/asyn-
25 — —l GBS
B CGMH
#keywords
Scores of human evaluation (
0.7
0.53 — B LSTM w/ sep-E
0.35 LSTM w/ asyn-
0.18 I I GBS
B CGMH o




Evaluation 2: Paraphrase Generation

* Unsupervised paraphrase generation (soft
constraints)

— Aim: To generate sentences with similar
meaning of the given one.

what's the best plan to lose weight
=» what's the best way to slim down quickly
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CGMH is the first unsupervised model to achieve
comparable results with supervised models.

BLEU-ref Unsupervised
24

18

12

0
B VAE-SVG(100k) | VAE-SVG(50k)

" Seq2seq(50k)

B Seqg2seq(100k)
B VAE(unsupervised) M CGMH
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Extension: Adversarial Fluent Sentence
Generation w/ Iterative Editing

* Machine learning models are vulnerable to
noises and attacks.

« Generating fluent adversarial text is challenging,

due to the discreteness in text! (Ebrahimi et al., 2018;
Alzantot et al., 2018)

« Our MHA achieves higher attack success rate

{

[ reelly like this movie — b 99% Positive (&

i truely like tl}is movie — —» 82% Positive (&

i truely like the movie — Sentiment L o269 positive <

Y Classifier

we truely like the mo'vie — —»68% Positive &

we truely like the show —| % 59% Negative (= 94

MHA [H. Zhang, N. Miao, H. Zhou, Lei Li, ACL193]



Adversarial Sentence Generation via
MCMC

Reuse the CGMH algorithm
e Blackbox b-MHA

— Black-box setting

— Pre-select set O with a
forward language model

and a backward language

model

Forward Backward
language model

1 1
\ 4

LM(w | X[1;m—1]) LMb<w|x[m+1:n]>
| |

Scdre

SB(wIX) :LM(-)-LMb(-)

Select top-k wrods

language model

» SetQ

e Whitebox w-MHA

o White-box setting

o Pre-select set O with a
forward language model, a
backward language model and
the similarity of embedding
variation and adversarial

gradients.
Adversarial Embedding
gradient variation
| o7 Y
SB(w]x) ((3_ e, — e
e
| Segtl |

Sw(w | x) = SB(.)- Sim(a—L,em — e)
#l

de,,

Select top-k wrods » Set QO

=5



Succ rate

Higher Attack Success Rate
and Improved Text Classifier!

 MHA achieves higher attack success rate with fewer
iInvocations, and gives lower perplexity, than the genetic
approach (Alzantot et al., 2018) baseline.

 Examples generated by MHA may improve the
adversarial robustness and the classification accuracy
after adversarial training.

Attack Success Rate Accuracy w/ Adversaries
10 - yrTTT™ 1.0
e R Acc (%)
o8| 7 I Model Tram #= 10K 30K 100K
F S
os] [/ Sosf 7/ Victim model 58.9 65.8  73.0
: ,-’ g | + Genetic adv training 58.8 66.1 73.6
04 :;'l_/' — a > | p— +w-MHA adv training 60.0 66.9 73.5
0.2] f —— b-MHA 02{ —— b-MHA
4 seeee W-MHA : wevee W-MHA
0.0i’ 0.0
0 2000 4000 6000 0 2000 4000 6000
Invocation # Invocation #

(a) IMDB (b) SNLI 96
Zhang et al., Generating Fluent Adversarial Examples for Natural Languages, in ACL, 2019, short paper.



Impact

« CGMH is deployed in a large-scale online
ads creation platform

* Active used by 100,000 merchants and
organizations

» Adoption rate: ~75%

“Autumn”
“S t h b} ) [ \
POIS SNOES | > Comfortable sports shoes,
a breathing pair of man's

shoes, accompanying you
iIn autumn




Outline

1. Basics of Deep Generative Models for
Sequences

2. Deep Latent Variable Models

3. Monte-Carlo Methods for Constrained Text
Generation

4. Multimodal machine writing: show case
5. Summary
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Multimodal Machine Writing

Xiaomingbot [R. Xu, J. Cao, M. Wang, J. Chen, H. Zhou, Y. Zeng, Y.
Wang, L. Chen, X. Yin, X. Zhang, S. Jiang, Y. Wang, Lei Li, ACL 2020]
GraspSnooker [Z. Sun, J. Chen, H. Zhou, D. Zhou, Lei Li, M. Jiang,
|IJCAI19D]

Jersey Number Recognition with Semi-Supervised Spatial Transformer
Network [G. Li, S. Xu, X. Liu, Lei Li, C. Wang, CVPR-CVS318]



Automatic News Writing in Real-world

 Tencent: Dreamwriter, started in 2015.9

o Fast Writer Xiaoxin: Xinhuanet, started In
2015.11

» Xiaomingbot: ByteDance, started in 2016.8

« Xiaonan: Southern Weekend, started
2017 .1

Landon beat Whitman 34-0;

. . https://t.co/V6zVPi7a
. Wl betZ USA TOd ay _@Ifr?doil/stpori\slzgﬁgaZ?li%hn
] ] — WashPost HS Sports
» Heliograf: Washington Post @washeostiis) september 2, 2017
N

1S
4 l\\ 100



Xiaomingbot

Automatic News Writing System
Winning 2017 Wu Wen-tsiun Award in Al from CAAI

< EIKICE /\EA Q - SR

< @ Xiaomingbot-European & ﬂ] 6 0 0 3 0 0 0
., ¥ P o articles
4 e & w @ Xlaomlngbp\t- Following
> &9 s ” fis B - European ¢/
(| AFCT

@ Jakarta
CHAMPIONS Palembang
)b LEAGUE
.

LGLI ofe] ST

202 4 11K
B BN EMATERERA, ARRFRIE. £ENE Post
HKER

Following Followers
FIFAWORLD CUP

RUSSIA 2018 Post

Thomas Strakosha's 4 saves did not stop

Lazio from defeat against Inter Milan, final
score 0: 3

150,000

followers

fEMm20sEeA23H2080%, WA ol Eow, pimoszey. ms,  Marseille dropped a 0: 2 decision against
HHHS2ABREN, SEE EULF, MARNFARY, 82, 58%  PSG in Ligue 1

FARERE. GEE, SRHTUNEEHE.

Following - Xiaomingbot-Europe 'a Do

Sevilla took away a victory against Huesca,
2:1

@@

BCADWR Beto Bot Copa2018
(Japanese) (Portuguese)
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Xiaomingbot : Multilingual Robot News Reporter

a Xiaomingbot-WorldCup
ByteDance Al Lab
FRNHMMAIEBESRE

MULTILINGUAL ROBOT
NEWS REPORTER

--- Xiaomingbot ---

Runxin Xu, Jun Cao, Mingxuan Wang, Jiaze Chen, Hao Zhou, Ying Zeng, Yuping Wang, Li Chen, Xiang

Yin, Xijin Zhang, Songcheng Jiang, Yuxuan Wang, Lei Li, ACL 2020.



Snooker Commentary Generation
Combining Visual Understanding with Strategy Prediction

Balls’ Positions at the Beginning

Red0: (180, 542)
Red1: (189, 552)
Red2: (179, 555)
Red3: (184, 561)
Red4: (202, 563)
Red5: (174, 564)

Red6: (189, 569) Red11:(197, 590)
Red7: Red12:(241, 595)

Red13:(155, 606)

Red14:(327, 611)

< . \y Brown: (183, 163)
CITTON ¢ oo ¢ BT e o b Green: (240, 163)
Yellow: (127, 163)

Blue: (183, 366

(positions after mapping)

103

GraspSnooker [Z. Sun, J. Chen, H. Zhou, D. Zhou, Lei Li, M. Jiang, IJCAI19b]



Summary

Transformer, LSTM & Softmax: Basic neural generation nets for text
Disentangled Latent Representation

— VTM: Learning Latent Templates in Variational Space

— DSS-VAE: Disentangled syntax and semantic representation
DEM-VAE: Self identifying meaningful clusters with corpus
MGNMT:

— integrate four language capabilities together

— Utilize both parallel and non-parallel corpus
CGMH: Bayesian approach to constrained text generation

— Able to learn with raw data only
Multimodal Machine Writing

— Xiaomingbot system: 600k articles and 150k followers

Deployed in multiple online platforms and used by over 100 millions

of users
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Recap: DGM Taxonomy

pé’(x) — pdata(x)

[Maximum Likelihood Estimation] (Adversarial Learning]
\ GAN
Explicit Density ) (‘Implicit Density
x GSN

(Tractable Density) (Intractable Density) [Energy-based)

ReArlJ;s(,);ive Markov Parallel Latent Conditional || Constrained
9 L Factorization|| Factorization ||Variable Model EBM PM
Factorization

RNN, LSTM Markov ~ Glancing VAE CGMH

Transformer Transformer Transformer VTM MHA
NAT TSMH




Thanks

« Joint w/ Hao Zhou, Rong Ye, Ning Miao,
Wenxian Shi, Zaixiang Zheng, Huangzhao
Zhang, Ying Zeng, Jiaze Chen, Han Zhang

» Contact: lileilab@bytedance.com
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