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The Rise of New Media Platforms
Toutiao Helo Douyin/Tiktok
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Huge Demand for NLG

Machine Translation ChatBOT 

Question AnsweringMachine Writing
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Machine Translation has quietly increased 
international trade by over 10%!

Equivalent to making the world 26% smaller!
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Automated News Writing

Xiaomingbot is 
deployed and 

constantly 
producing news 
on social media 

platforms 
(TopBuzz & 

Toutiao).
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Modeling a Sequence -  
a Probabilistic Perspective 

The quick brown fox jumps over the lazy dog    .
x = ( x1 , x2 , x3 , x4, x5 , x6 , x7, x8, x9, x10)

pθ(x) = pθ(x1, ⋯, xL)

 The central problem of language modeling 
is to find the joint probability distribution:

There are many ways to represent and learn 
the joint probability model.
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Basic Neural Generative Model
Decompose the joint distribution as a product 
of tractable conditional probabilities: 

Given x = [x1, x2, x3 . . . , xn]

pθ =
n

∏
i=1

pθ(xi |x1, x2, . . . , xi−1) =
n

∏
i=1

pθ(xi |x<i)

x1 x2 x3 x4 x5
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Auto-Regressive Factorization -  
Token Probability from a Neural Network

x1 x2 x3 x4

x5

pθ(xi |x<i) = Softmax (fθ(x<i))xi

Softmax(x)j =
exp xj

∑k exp xk

pθ(x5 |x1, x2, x3, x4)

The quick brown fox

jumps

Input 
Tokens

Output 
Tokens

12x

Token 
Embedding

Figure 1: The Transformer - model architecture.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
of the values, where the weight assigned to each value is computed by a compatibility function of the
query with the corresponding key.

3.2.1 Scaled Dot-Product Attention

We call our particular attention "Scaled Dot-Product Attention" (Figure 2). The input consists of
queries and keys of dimension dk, and values of dimension dv . We compute the dot products of the
query with all keys, divide each by

p
dk, and apply a softmax function to obtain the weights on the

values.
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Feed Forward

Add & Norm

Add & Norm

Masked 
Multi-Head 
Attention

Linear

Softmax

pθ =
n

∏
i=1

pθ(xi |x1, x2, . . . , xi−1) =
n

∏
i=1

pθ(xi |x<i)



1. Overview 
2. Generic Monte-Carlo Framework for 

Constrained NLG 
3. Generating Adversarial Sentences with 

Semantic Category Constraint 
4. Generation under Logic Constraint 
5. Tailoring the Generation Density 
6. Summary
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Outline
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Automate Creative Advertisement Design



To generate sentences that are: 
• Fluent 
• Constraint-satisfying 

• e.g. keyword-occurrence constraint 
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Constrained Text Generation

Comfortable sports shoes, 
a breathing pair of man's 
shoes, accompanying you 
in autumn

“Autumn” 
“Sports shoes”



• One generic formulation for many tasks 
• Ads creative slogan design given product 

highlighting attributes 
• Title generation for articles given keywords 
• Writer assistant: automatic sentence error 

correction 
• Machine translation with bilingual entity-

dictionary
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Why is Constrained Text Generation 
important?



• Text space is discrete 
– Interpolation and smoothing in the surface level 

would not work 
• High-dimensional space: exponential search 

space for sentence  
• Controlling the generation with desired 

properties is challenging 
• The lack of labeled data pairs <constraint, 

ground-truth sentence> ➔ learning without 
supervision!
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Why is Text Generation difficult?



Exponential search space, O((N-k)V) 
RNN grid beam search [Hokamp & Liu 2017] 
does not usually produce high quality 
sentences
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Why is Constrained Text Generation 
difficult?

h0

𝑤0

h1

𝑤1

h2

𝑤2

h3

𝑤3

h4

𝑤4

No 
constraints

word 1

word 2

word 3

pos



• Key idea: To generation 
samples from the implicit 
distribution by iterative 
editing (MH sampling)
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Constrained Sentence Generation via 
Metropolis-Hastings Sampling

CGMH [N. Miao, H. Zhou, L. Mou, R. Yan, Lei Li, AAAI19]

π(x) = ∏
i

P(xi |x0:i−1) ⋅ ∏
j

Pj
C(x)

pre-trained  
language 

model prob.

indicator (0-1) 
function for  
constraints

All token seq’s

Fluent 
 Text

Constrained

Ideal 
Text
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Metropolis-Hastings Sampling
One case of Markov chain Monte Carlo methods, Metropolis-
Hastings(MH) performs sampling by first proposes a transition, 
and then accepts or rejects the transition.  

! "# "$%&
= min	(1, / "# · 1 "$%& "#

/ "$%& · 1 "# "$%&
)

𝛑 is the target density, 
g is proposal distribution, 
which is easy to sample 

State 1

State 4

State 3

State 2

Target 
Distribution



• CGMH performs constrained generation by: 
1. Pretrain Neural Language Model (e.g. GPT2); 
2. Iterative Editing:  

1) Start from a initial sentence ;  
2) Propose a new sentence  from , and accept/

reject the action. Action proposal include: 
I. Replacement: change a word to another one 
II. Insertion: add a word 
III. Deletion: remove a word  

𝑥0
𝑥𝑡 𝑥𝑡−1
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CGMH: Main Idea

BMW, the sports car of daily life
BMW, the sports car of today’s life
BMW, the sports car of future life
BMW, the sports car of new life
BMW, the sports car of happy life

…
CGMH [N. Miao, H. Zhou, L. Mou, R. Yan, Lei Li, AAAI19]
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CGMH Iteratively Edits Candidates

Step Action Acc/Rej Sentences
0 [Input] BMW sports
1 Insert Accept BMW sports car
2 Insert Accept BMW the sports car
… … … …
6 Insert Accept BMW , the sports car of daily life
7 Replace Accept BMW , the sports car of dailyfuture 

life
8 Insert Accept BMW , the sports car of the future life
9 Delete Reject BMW , the sports car of the future life
10 Delete Accept BMW , the sports car of the future life
11 [Output] BMW , the sports car of the future



• Keywords to sentence generation (hard 
constraints) 
– Aim: To generate fluent sentences containing 

the given set of words. 
– Dataset: A subset of one-billion-word corpus 

(5M) 
– Input: Keywords random selected from the 

target sentence. 

– Constraint: 1keywords occur in sentence

21

Evaluation 1: Keyword to Sentence
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CGMH generates better sentences from 
keywords



Keyword(s) CGMH GBS
friends My good friends were in 

danger .
But friends and family have 
been arrested .

project The first project of the scheme . The project , which is expected 
to be completed next year

have, trip But many people have never 
made the trip .

But the trip has be completed .

lottery, 
scholarships

But the lottery has provided 
scholarships.

The lottery is a scholarship .

decision, build, 
home

The decision is to build a new 
home.

The decision builds a house for 
home .

attempt, copy, 
painting, 
denounced

The first attempt to copy the 
painting was denounced.

But attempt to copy painting 
will be denounced.

23

Keyword-to-Sentence: Showcase



• Unsupervised paraphrase generation (soft 
constraints) 
– Aim: To generate sentences with similar 

meaning of the given one. 
what’s the best plan to lose weight  

➜ what’s the best way to slim down quickly

24

Evaluation 2: Paraphrase Generation



BLEU-ref
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VAE-SVG(100k) VAE-SVG(50k) Seq2seq(100k)
Seq2seq(50k) VAE(unsupervised) CGMH

Unsupervised 
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CGMH is the first unsupervised model to achieve 
comparable results with supervised models.



• CGMH is deployed in a large-scale online 
ads creation platform 

• Active used by 100,000 merchants and 
organizations 

• Adoption rate: ~75%

26

Impact

Comfortable sports shoes, 
a breathing pair of man's 
shoes, accompanying you 
in autumn

“Autumn” 
“Sports shoes”



• Machine learning models are vulnerable to 
noises and attacks.  

• Generating fluent adversarial text is challenging, 
due to the discreteness in text! (Ebrahimi et al., 2018; 
Alzantot et al., 2018) 

• Our MHA achieves higher attack success rate

27

Generating Adversarial Fluent 
Sentence Generation

MHA [H. Zhang, N. Miao, H. Zhou, Lei Li, ACL19a]



• Blackbox b-MHA 
– Black-box setting 
– Pre-select set  with a 

forward language model 
and a backward language 
model

𝑄
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Adversarial Sentence Generation via 
MCMC

Forward 
language model

Backward 
language model

𝐿𝑀(𝑤 |𝑥[1:𝑚−1]) 𝐿𝑀𝑏(𝑤 |𝑥[𝑚+1:𝑛])
Score 

𝑆𝐵(𝑤 |𝑥) = 𝐿𝑀( ⋅ ) ⋅ 𝐿𝑀𝑏( ⋅ )

Select top-  wrods𝑘 Set 𝑄

• Whitebox w-MHA 
• White-box setting 
• Pre-select set  with a 

forward language model, a 
backward language model and 
the similarity of embedding 
variation and adversarial 
gradients.

𝑄

Adversarial 
gradient

Embedding 
variation

𝑆𝐵(𝑤 |𝑥) 𝜕~𝐿
𝜕𝑒𝑚

𝑒𝑚 − 𝑒
Score 

𝑆W(𝑤 |𝑥) = 𝑆𝐵( ⋅ ) ⋅ 𝑆𝑖𝑚( 𝜕~𝐿
𝜕𝑒𝑚

, 𝑒𝑚 − 𝑒)
Select top-  wrods𝑘 Set 𝑄

Reuse the CGMH algorithm



• MHA achieves higher attack success rate with fewer 
invocations, and gives lower perplexity,  than the genetic 
approach (Alzantot et al., 2018) baseline. 

• Examples generated by MHA may improve the 
adversarial robustness and the classification accuracy 
after adversarial training.
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Higher Attack Success Rate 
and Improved Text Classifier!

Accuracy w/ AdversariesAttack Success Rate

Zhang et al., Generating Fluent Adversarial Examples for Natural Languages, in ACL, 2019, short paper.



• Logical and Combinatorial constraints 
• E.g. generating a question for the following 

statement. 
• Paris is located in France. 
• ==> Is Paris located in France? 
• ==> Which country is Paris located in?

30

Generation under Combinatorial 
Constraints

TSMH [M. Zhang, N. Jiang, Lei Li, Yexiang Xue, EMNLP20e]



• Logical and Combinatorial constraints

31

Generation under Combinatorial 
Constraints

TSMH [M. Zhang, N. Jiang, Lei Li, Yexiang Xue, EMNLP20e]

π(x) = PLM(x; θ) ⋅ ϕ(x)

Language 
Model

Constraint

ϕ(x) = βM−∑i ci(x), 0 < β < 1
 is a formula or logical constraint. e.g. the first 

word must be Wh- words. 
Method: Tree search enhanced Metropolis-Hastings 
  details in

ci(x)



• Pre-trained language model needs to be 
fine-tuned on specific tasks 

• e.g. use the generic GPT-2/GPT-3 to 
generate news articles 
– How to ensure domain-specific style?

32

Use the Right Scissor:  
Monte-Carlo Tailoring

Do you have the right scissor? MC Tailor [N. Miao, Y. Song, H. Zhou, Lei Li, ACL20a]
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Problem: Over- and Under-estimated 
Density

p𝑇 rue(𝑥)
p𝑀odel(𝑥)

Over-estimate

Under-estimate

a c dbsample

Do you have the right scissor? MC Tailor [N. Miao, Y. Song, H. Zhou, Lei Li, ACL20a]



We first define ratio estimator as

34

Approach: Ratio Estimator

When , the model over-estimates real probabilities;  
When , the model under-estimates real probabilities; 

𝜸(𝒙) =
𝑷𝑴𝒐𝒅𝒆𝒍(𝒙)
𝑷𝑹𝒆𝒂𝒍(𝒙)

𝛾(𝑥) > 1
𝛾(𝑥) < 1

p𝑇 rue(𝑥)
p𝑀odel(𝑥)

Over-estimation

Under-estimation

𝜸(𝒙) 𝟏

𝑷𝑻𝒂𝒊𝒍𝒐𝒓(𝒙) ∝
𝑷𝑴𝒐𝒅𝒆𝒍(𝒙)

 𝒎𝒂𝒙(𝟏,  𝜸(𝒙))



A single ratio estimator may not be powerful enough to accurately 

estimate  𝜸(𝒙) =
𝑷𝑴𝒐𝒅𝒆𝒍(𝒙)
𝑷𝑹𝒆𝒂𝒍(𝒙)

35

Challenge: How to estimate ratio
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Approach – Hierarchical  and Tailor γ
A single ratio estimator may not be powerful enough to accurately estimate  



We boost several ratio estimators by: 

1. Estimate , and get 

𝑷𝑴𝒐𝒅𝒆𝒍(𝒙)
𝑷𝑹𝒆𝒂𝒍(𝒙)

𝜸𝟎(𝒙) =
𝑷𝑴𝒐𝒅𝒆𝒍(𝒙)
𝑷𝑹𝒆𝒂𝒍(𝒙)

𝑷 𝟎
𝑻𝒂𝒊𝒍𝒐𝒓 ∝

𝑷𝑴𝒐𝒅𝒆𝒍(𝒙)
 𝒎𝒊𝒏(𝟏, 𝜸𝟎(𝒙))

p𝑇 rue(𝑥)
p𝑀odel(𝑥)

p𝑇𝑎𝑖𝑙𝑜𝑟𝑘(𝑥)

𝒌 = 𝟎



37

Approach – Hierarchical  and Tailor γ
A single ratio estimator may not be powerful enough to accurately estimate  



We boost several ratio estimators by: 

1. Estimate , and get  

2. Estimate , and get  

3. … 
4. Output 

𝑷𝑴𝒐𝒅𝒆𝒍(𝒙)
𝑷𝑹𝒆𝒂𝒍(𝒙)

𝜸𝟎(𝒙) =
𝑷𝑴𝒐𝒅𝒆𝒍(𝒙)
𝑷𝑹𝒆𝒂𝒍(𝒙)

𝑷 𝟎
𝑻𝒂𝒊𝒍𝒐𝒓 ∝

𝑷𝑴𝒐𝒅𝒆𝒍(𝒙)
 𝒎𝒊𝒏(𝟏, 𝜸𝟎(𝒙))

𝜸𝟏(𝒙) =
𝑷 𝟎

𝑻𝒂𝒊𝒍𝒐𝒓(𝒙)
𝑷𝑹𝒆𝒂𝒍(𝒙)

𝑷𝟏
𝑻𝒂𝒊𝒍𝒐𝒓 ∝

𝑷 𝟎
𝑻𝒂𝒊𝒍𝒐𝒓(𝒙)

 𝒎𝒊𝒏(𝟏, 𝜸𝟏(𝒙))

𝑷 𝒌
𝑻𝒂𝒊𝒍𝒐𝒓

p𝑇 rue(𝑥)
p𝑀odel(𝑥)

𝒌 = 𝟏

p𝑇𝑎𝑖𝑙𝑜𝑟𝑘(𝑥)



The most direct idea is reject sampling. 
But Rejection Sampling is inefficient! 
1. Generate a sentence from  
2. Reject the sample with probability 

 or 

𝑃𝑀𝑜𝑑𝑒𝑙

1 −
1

 𝑚𝑎𝑥(1, 𝛾(𝑥))

1 −
𝑃𝑀𝑜𝑑𝑒𝑙(𝑥)

 ∏𝑘
𝑖=1 𝑚𝑎𝑥(1,, 𝛾𝑖(𝑥))
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How to estimate efficiently?



The most direct idea is reject sampling. 
But Rejection Sampling is inefficient! 
1. Generate a sentence from  
2. Reject the sample with probability 

 or 

𝑃𝑀𝑜𝑑𝑒𝑙

1 −
1

 𝑚𝑎𝑥(1, 𝛾(𝑥))

1 −
𝑃𝑀𝑜𝑑𝑒𝑙(𝑥)

 ∏𝑘
𝑖=1 𝑚𝑎𝑥(1,, 𝛾𝑖(𝑥))
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How to estimate efficiently?



The most direct idea is reject sampling. 
But Rejection Sampling is inefficient! 
1. Generate a sentence from  
2. Reject the sample with probability 

 or 

𝑃𝑀𝑜𝑑𝑒𝑙

1 −
1

 𝑚𝑎𝑥(1, 𝛾(𝑥))

1 −
𝑃𝑀𝑜𝑑𝑒𝑙(𝑥)
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How to estimate efficiently?



The most direct idea is reject sampling. 
But Rejection Sampling is inefficient! 
1. Generate a sentence from  
2. Reject the sample with probability 

 or 

𝑃𝑀𝑜𝑑𝑒𝑙

1 −
1

 𝑚𝑎𝑥(1, 𝛾(𝑥))

1 −
𝑃𝑀𝑜𝑑𝑒𝑙(𝑥)

 ∏𝑘
𝑖=1 𝑚𝑎𝑥(1,, 𝛾𝑖(𝑥))
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How to estimate efficiently?



The most direct idea is reject sampling (RS). 
But Rejection Sampling is inefficient! 
1. Generate a sentence from  
2. Reject the sample with probability 

 or 

𝑃𝑀𝑜𝑑𝑒𝑙

1 −
1

 𝑚𝑎𝑥(1, 𝛾(𝑥))

1 −
𝑃𝑀𝑜𝑑𝑒𝑙(𝑥)

 ∏𝑘
𝑖=1 𝑚𝑎𝑥(1,, 𝛾𝑖(𝑥))
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How to estimate efficiently?

Since most samples are finally 
rejected, RS is highly inefficient.



Luckily, an interesting property may help us! 

For example, assume we are finetuning GPT-2 on a news 
domain. 
When sampling from , we get a sentence  

‘My mom cooked …’

𝑃𝑀𝑜𝑑𝑒𝑙(𝑥)

43

Observation from an Example



Luckily, an interesting property may help us! 

For example, assume we are finetuning GPT-2 on a news 
domain. 
When sampling from , we get a sentence  

‘My mom cooked …’ 

We can safely reject this sentence without generating the 
whole sentence, because it doesn’t look like news at all.

𝑃𝑀𝑜𝑑𝑒𝑙(𝑥)

44

Observation from an Example



So we need to have a ratio estimator for unfinished 
sentences, 

 

  is the minimum  with the same prefix .  

If   is large, we can safely reject the sample at 

step , because all sentences with this prefix are heavily 
over-estimated.

𝜸′ (�̂�[𝟏:𝒊]) = 𝒎𝒊𝒏𝒙[𝟏:𝒊]=�̂�[𝟏:𝒊]
(𝜸(𝒙))

𝛾′ (�̂�[1:𝑖])  𝛾(𝑥) �̂�[1:𝑖]

𝛾′ (�̂�[1:𝑖])
𝑖
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Sequential Monte Carlo Sampling



With , SMC 

(Sequential Monte Carlo) can be 
easily performed.

𝜸′ (�̂�[𝟏:𝒊])

46

Sequential Monte Carlo Sampling
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Sequential Monte Carlo Sampling
With , SMC 

(Sequential Monte Carlo) can be 
easily performed.

𝜸′ (�̂�[𝟏:𝒊])
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Sequential Monte Carlo Sampling
With , SMC 

(Sequential Monte Carlo) can be 
easily performed.

𝜸′ (�̂�[𝟏:𝒊])
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Sequential Monte Carlo Sampling
With , SMC 

(Sequential Monte Carlo) can be 
easily performed.

𝜸′ (�̂�[𝟏:𝒊])



However, SMC leads to severe 
degeneracy problem. 

Generated samples in a batch 
are only slightly different. 

50

But, SMC has a problem…

This year , the total amount invested was 3,800 billion US dollars .
This year , the total amount invested was 2,500 billion US dollars .
This year , the total amount invested was 2,500 billion pounds .
This year , the total amount invested was 2,500 million dollars .



To solve the degeneracy problem 
of SMC, we propose ERS(Early 
Rejection Sampling). 

Instead of preform resampling, 
ERS directly kills unpromising 
samples and release 
computation resource to parallel 
threads.

51

MC-Tailor with ERS

Do you have the right scissor? MC Tailor [N. Miao, Y. Song, H. Zhou, Lei Li, ACL20a]



To solve the degeneracy problem 
of SMC, we propose ERS(Early 
Rejection Sampling). 

Instead of preform resampling, 
ERS directly kills unpromising 
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MC-Tailor with ERS

Do you have the right scissor? MC Tailor [N. Miao, Y. Song, H. Zhou, Lei Li, ACL20a]



To solve the degeneracy problem 
of SMC, we propose ERS(Early 
Rejection Sampling). 

Instead of preform resampling, 
ERS directly kills unpromising 
samples and release 
computation resource to parallel 
threads.
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MC-Tailor with ERS

Do you have the right scissor? MC Tailor [N. Miao, Y. Song, H. Zhou, Lei Li, ACL20a]



To solve the degeneracy problem 
of SMC, we propose ERS(Early 
Rejection Sampling). 

Instead of preform resampling, 
ERS directly kills unpromising 
samples and release 
computation resource to parallel 
threads.
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MC-Tailor with ERS

Do you have the right scissor? MC Tailor [N. Miao, Y. Song, H. Zhou, Lei Li, ACL20a]



To solve the degeneracy problem 
of SMC, we propose ERS(Early 
Rejection Sampling). 

Instead of preform resampling, 
ERS directly kills unpromising 
samples and release 
computation resource to parallel 
threads.
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MC-Tailor with ERS

Do you have the right scissor? MC Tailor [N. Miao, Y. Song, H. Zhou, Lei Li, ACL20a]
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Comparing Sampling Methods

Do you have the right scissor? MC Tailor [N. Miao, Y. Song, H. Zhou, Lei Li, ACL20a]

Rejection-Sampling SMC

MCTailor - ERS
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Experiment – Results
Tailor performs better than baseline on all metrics including 
generation quality.

Rev-PPL Comparison (↓)

0

70

140

210

280

Onto-bn Onto-mz Onto-tc Switchboard IWSLT-16
Finetune Tailor-RS Tailor-ERS

Do you have the right scissor? MC Tailor [N. Miao, Y. Song, H. Zhou, Lei Li, ACL20a]
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Cases Generated by MC-Tailor

Direct-Finetune MCTailor-ERS

1 In the case if you think of 
this -

And do you still feel that way 
every day ?

2 Oh well . But it would be tough .

3 I ’ve been there n’t said 
anything wrong .

He knew about the attack at the 
Paris offices .

MC-Tailor reallocates probabilities of simple 
utterances or disfluent sentences to complex 
and natural ones.

Do you have the right scissor? MC Tailor [N. Miao, Y. Song, H. Zhou, Lei Li, ACL20a]



1. Natural Language Generation Problem 
2. Generic Monte-Carlo Framework for 

Constrained NLG 
3. Generating Adversarial Sentences with 

Semantic Category Constraint 
4. Tailoring the Generation Density
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• Joint w/ Ning Miao, Hao Zhou, Huangzhao 
Zhang, Yuxuan Song, Lili Mou, Rui Yan, 
Maosen Zhang, Yexiang Xue, Nan Jiang 

• Contact: lileilab@bytedance.com
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