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Once upon a time ...

1 MONGOLIA

» Septuagint, translated from . e o

UZBEKISTAN

Hebrew Bible to Greek, mid = -~

3rd century BCE (el
- Translating Buddhist texts

written in Sanskrit to Chinese .. &

— Kumarajiva ($HRI), 344-413 Ly ey s
CE, translated 35-74 books

— Xuanzang 602-664 CE, travel
from Ancient China to India in 1
years, translated 75 books from

Sanskrit to Chinese
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How to communicate efficiently across languages? Machine Translation
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Cross Language Barrier with Machme Translatlon
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When you really need Machine Translation  %°¢

* Rimi Natsukawa live
streaming on Tiktok i
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Machine Translation has increased international trade by over 10%
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Machine Translation

Translating information from one language to another

I bought a sweet persimmon in the store

v

Ich kaufte eine suf3e Persimone im laden



Types of Machine Translation
* Translating information from one language to another

» Media:  Number of Languages:
— (Text) Machine Translation — Bilingual
— Multilingual

— Speech Translation: Speech-to-Text
or Speech-to-speech translation

— Visually Machine Translation: Text
translation with additional image

» GGenre:
— Sentence level MT
— Document level MT
— Dialog Translation



Why automatic Machine Translation?

* oo expensive to hire human translator
— e.g. touring, shopping, restaurant eating in a foreign country

* Too much effort for human to translate massive text
— can tolerate imprecise translation

e Need Instantaneous translation
— e.g. In international conference
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A Brief History of Machine Translation

Rule-based MT:
Georgetown-IBM

automatic Example-based MT Neural MT (NMT)
translation of Sysltran Makokp Nagao Seq2Seq
60 sentences : : Attention
Ru->En g Transformer
1947 777" 1966 1976 | 1980s - 2000s ;
0 : 0 0 0 : 0 0
i [1 [ i
il I i I i I I
0 : 0 0 0 ; 0 0
: 1954 . 1968 1 1984 : 2014, 2015, 2017
: : : :
translation as ALPAC report: METEO system Statistical MT
decoding in MT winter for weather (SMT)
cryptography forecasts in Moses, Google
— Warren Canada |

Weaver En->Fr
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Commercial Machine Translation

» Google translate: 109 languages, separate app, support text/
document translation, image translation, and speech
translation

* Microsoft translate: 87 languages for text

» Baidu translate: 200+ languages

» ByteDance VolcTrans: 104 languages

* Deepl.: good at European languages

* Youdao lranslate: integrated with its own dictionary app
* Tencent Translate: native in wechat, and separate app

* NiuTrans: specialized in Chinese to many languages
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Outline

« Basics of Neural Machine Translation
— Model, Data, Training, Low-resource

* Why is MT still hard?

* Multiingual MT

— Contrastive Multilingual Training with Randomly Aligned Substitution (MRASP2)
— Learning language-specific sub-network (LaSS)

— Counter Interference Adapter (CIAT)
— Graformer: Grafting Pre-trained Language Models

» Speech-to-Text Translation
— Offline End-to-end ST: ConST, STEMM, Chimera, LUT, CosTT
— Simultaneous Interpretation (Streaming ST)

13



Encoder-Decoder Framework

Translation as an encoding-decoding problem

-------------------------------

| I'/|like||singing||and|| dancing
"'2'_'[;;;(;(;;,;;'[ """""""" A generic formulatior
ImageCaption
T Text-to-Image Generation
.............................. ASR (speech-to-text)
1. Encoding ‘ Encoder MT (text-to-text)

" EE E E EEEEEEESESESEEEEEEEEEEEEEEE .

-------------------------------
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Mathematical Formulation of MT

 MT model as a function mapping from
source sequence to target sequence

P(Y|X;0) = HP()’zl)’<t9X; 0)

Py, x:0) = folX1 oY1 121
 Training: finding the optimal model
parameter @

| like singing and dancing.

* Inference: decode the best target text =ncoder
given an input 1
Y* — argmax P(Yl X; 6’) BERNEIRFBEEE

Y 15



Neural MT Models

* Transformer: the most popular model for MT since
2017

— use attention+FFN, many variations

* Sequence-to-sequence (seqg2seq): using multiple
layers of (bidirectional) LSTM/GRU as the encoder and
decoder, 2014

 CNN MT: using convolutional neural networks at
encoder/decoder

16



Transformer
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How does Transformer Translate?
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Translation Performance on WMT14

BLEU Training Cost (FLOPs)
Model EN-DE EN-FR  EN-DE  EN-FR
ByteNet [15] 23.75
Deep-Att + PosUnk [32] 39.2 1.0 - 10%Y
GNMT + RL [31] 24.6 39.92 2.3-10° 1.4-104Y
ConvS2S [8] 25.16  40.46 9.6-10% 1.5-10%
MOoE [26] 26.03 40.56 2.0-10¥ 1.2.10%°
Deep-Att + PosUnk Ensemble [32] 40.4 8.0 - 102V
GNMT + RL Ensemble [31] 2630  41.16 1.8-10%° 1.1-10%!
ConvS2S Ensemble [8] 26.36  41.29 7.7-10°  1.2-104
Transformer (base model) 27.3 38.1 3.3.10'8

Transformer (big) 28.4 41.0 2.3.1019



Demo

» franslate.volcengine.com

4D Volctrans
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Why is MT challenging?



Wh

IS MT challenging?

» Polysemy

He deposited money in a bank account
with a high interest rate.

Sitting on the bank of the Mississippi, a
passing ship piqued his interest.

* New entity names
— COVID-19

» Complex structure
 Ellipsis (I.e. omission)

23



New Terms

B EERE, EEFLERETR, 828H28H FRAEEE /RBIBRIKUFTAZN
3475, BE2020FEEHERIERIEAMUENRESR. TiHIITZEFN34.55.,
Google Translation (2021.9.1)

On Thursday’s economic data, the U.S. Department of Labor reported that as of
August 28, the number of people applying for unemployment benefits for the first
time was 340,000, which dropped to the lowest point since the outbreak of the new

crown crisis in the United States in 2020. The market expects the number to be
345,000.

VolcTrans (2021.9.1)

On Thursday's economic data, the U.S. Labor Department reported that the number
of first-time jobless claims in the United States for the week ending August 28 was
340 thousand, falling to the lowest level since the COVID-19 Epide COVID-19

epidemic crisis broke out in the United States in 2020. The market expects the
number to be 345 thousand.
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New Terms

B e R, EEZ LSS, 828R 28H IRAEEB/XRBEIERIWKITAZN
3475, BE2020FEEHERIERIEAMUENRESR. TiHIITZEFN34.55.,
Bing Translation (2021.9.1)

On Thursday, the *Labor Department reported that 340,000 people applied for *
unemployment benefits for the week ended Aug. 28, the lowest level since the *
crisis began in 2020. The market expects the figure to be 345,000.

Deepl (2021.9.1)

On Thursday's economic data front, the U.S. Labor Department reported that the
number of first-time U.S. jobless claims for the week ended Aug. 28 was 340,000,
falling to the lowest point since the outbreak of the new U.S. crown epidemic crisis in
2020. The market expected the figure to be 345,000.

25



Complex sentences

B PUSERS AR EN 52 (153.65, 1.14, 0.75%)/ A5l E0.75%, 3R153.653E 7T, BlIF
FIREFTIS, R3I108.9103%t, M1EEIT2.54 5{03=7T,

Bing Translation (2021.9.1)

U.S. stock market champion Apple Inc (153.65, 1.14, 0.75 percent) closed up 0.75
percent at $153.65 on Thursday, a record closing high of $10.89 billion, giving it a
market capitalization of nearly $2.54 ftrillion.

Deepl (2021.9.1)

Thursday's U.S. stock turnover leader Apple (153.65, 1.14, 0.75%) closed 0.75%
higher at $153.65, an all-time closing high, with $10.89 billion traded and a market
cap approaching $2.54 ftrillion.
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R FFILY R W I RV FIZ

Google Translate: His grandpa and grandma have
never met his grandma and grandpa.

Correct: His father’s parents never met his mother's.
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* Acronym and incorrect word segmentation

—EEN A ALTRT, FAUXREN, s AKS
ESRVA 5 ETen =ty o I eS| V8

Google Translate: Some Lithuanians said that the
deterioration of Sino-Lithuanian relations has affected
Lithuanian export companies the most.

Bing Translate: Some Lithuanians say the
deterioration in neutral relations has affected
Lithuania's exporters the most.

28



Culture and Slanc

XA NRA
MTI1/MT3: This person 1s very cattle.
MT?2: This man 1s a cow.

MT4: This guy's good.
MTO: This guy 1s awesome.
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Robusthess

— variation of auxiliary function words or symbols

X AR X T ARSF

MT1: This person is very cattle. MT1: This person is very bullish.
MT3: This person is very cattle. MT3: This man is very good.
MTO: This guy is awesome. MT4: This guy is good.

MTO: This guy is very good.

XM ATERE, XK

MT1: This person is very cattle. MT1: This person is very cow!
MT3: This person is very cattle. MT3: This man is very good.
MTO: This guy is awesome. MT4: This man is good!

MTO: This guy is awesome!



Robusthess

= FREBAMRE N AP SEBAGREE.

MTO: Jordan came back MTO: Jordan came back from
. o injury on Sunday.

from his first injury on

MT1: Jordan returned from

Sunday- injury on Sunday.
MT1: Jordan first Reference: Jordan may return
recovered from injury on from injury as early as this

Sunday Sunday.
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MT: From fluency to nativeness
No, Scarlett, the seeds of greathess were never in me.

MT1: N, B&E, FHFARINMMFKinfAf=ETRE L,
MTO: v, BE, FBAREFHFMEMNFE,
Ref: 4, Br{ERN, FHAEERMAZIARAAIR,




Averaqge) Human Level Translation

You say that you love rain, but you ope ~ MT: fRIZIREIRF, BRI FHY
n your umbrella when it rains. IHRARIT FFRE <.

You say that you love the sun, but you f t J oz "y -

INd a sfs:adowyspot when the sun sgine iR = AR, BIAFRRRE

< i, RRELT —MPARBLA.

You say that you love the wind, but you {RiR{RE%X X, B2 X

CI(I)S.e your Windov;ls yc\llhen wind br:O\tNS. HIHRIRLS X FEP.

Ly S vy am alrald, you sayatyo. et AREN, (R
mEx.
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Expert Level Translation

224K
=5, B, F54FH, SHEELZ. o 42 [ [
o P B == /tE Ei==
==X, BFEZ. F5EE, TR, REAEERE. (ERERIT

IR ! REAEEMY, (REAES
BERNSEPR, BRESHKH, BANS  wmom | resE2wK,. 5

RIRE, BRETE0E. ABFIXEW! | | AEABIRE

i %, (REABREENM! | | )

LFA=ARME, ZYEMEUE, BEHWEE
IERTA, iﬂbﬂﬂl‘iﬁéﬁ X5 TIEAE,
Z'LF T\ﬂz 'Eﬁ"glii gEl] ):|L$E/LJ\LJ) ﬁﬂ/u\lllbﬁ
FREE,
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Multilingual Machine Translation



Multilinqual Neural Machine Translation

* Bilingual NMT: one model for each translation direction

* Multilingual NMT: Develop one model to translate
between all language pairs.

* Why”? Motivation

— Potential better performance: Languages with rich resource
could benefit those with low resource

— Economic: only one model deployment versus of many deployments. Simpler
workload and job management and scheduling.

— vs Bilingual models: Many languages would have much few requests but still
need to occupy the servers.

36



Imbalanced Data across Lanquaqges

 NMT requires large amount of parallel
bilingual data
» Parallel data, However, very expensive/ '
non-trivial to obtain \
— Low resource language pairs (e.g., English-to- = '
Tamil)
— Low resource domains (e.g., social network) -
— but additional monolingual data on source side
and/or target side. can we do reasonably well? [Credit: Isaac Caswell, 2022]

* Rich resource setting: in addition to
parallel data (>10 millions), much larger
monolingual data, can we further
improve”?



Types of MNMT

* Many-to-one:
— Many source language to a target language
— Usually the target is English

* One-to-Many:
— One source language to many target languages
— Usually the source Is English

* Many-to-many
— Many source language to many target languages

— Should include non-English pairs (often low-resource or zero-resource
setting)

— very challenging if Non-english directions have little data!

38



MNMT at Testing Time

* Supervised:
— Testing language pairs (usually English-centric) appeared during training
» Zero-shot (Exotic/unseen pair)

— Both the testing source language and target language appeared in the training,
but the source-target pair never appeared in the training

— Training on En-De, En-Fr, testing on De-Fr
» Unsupervised

— Exotic source/target

» Testing source/target language with no parallel sentence in the training. (but with Monolingual)
> Training on En-De, En-Fr, En-Zh, and Japanese monolingual text, then testing on Ja-De

— Exotic/Unseen full (most challenging)
> Neither the source language nor the target language for testing occur in the training

39



Single Model for Multilingual MT

J'adore chanter et danser
<EN id> I like singing and dancing <FR id> J'adore chanter et danser
» One model can translate

between many languages.

» Language Tag is used to
indicate the source and
target language.

* VVocabulary is built jointly

Many-to-many Zh
MT model 2

Johnson et al. Google’'s Multilingual Neural Machine Translation System: Enabling Zero-Shot Translation. 2017 40
Arivazhaaan et al. Massivelvy Multilingual Neural Machine Translation in the Wild: Findinas and Challenges. 2019


https://aclanthology.org/Q17-1024.pdf

Gooagle’s MNMT: Success and Limitation

* Training 12 language pairs
together

Table 4: Large-scale experiments: BLEU scores for singl
language pair and multilingual models.

i Model Single | Muli Mult Mult  Multi

e A gj ng le model (LSTM fnodes | 1024 | 1024 1280 1536 1792
] #params 3B 255M  36TM 499M  650M

SquSeq) with Comparable En—Ja | 2366 | 21.10 21.17 2172 21.70

_ - En—Ko | 19.75 | 1841 1836 1830 18.28

performance as individual JamEn | 2341 | 2162 2203 2251 23.18
Ko—En | 2542 | 2287 2346 24.00 24.67

1l X En—Es | 3450 | 3425 3440 3477 34.70

b | I IN g ua I M Od e I S & En—Pt | 3840 | 3735 3742 37.80 37.92

: : : Es—En | 38.00 | 36.04 3650 3726 37.45

o B Ut on |y one d Ire Ctl on iIs Pt—En | 4440 | 4253 4282 43.64 43.87
, En—De | 2643 | 23.15 23.77 23.63 24.01

bette [, IM an y are n Ot| ceda b |y En—Fr | 3537 | 3400 34.19 3491 3481

- De—En | 31.77 | 31.17 31.65 3224 3232

worse th an b 1in g ua | & FroEn | 3647 | 3440 3456 3535 3552
ave diff - -1.72  -1.43 -0.95 -0.76

vs single 5.6% -47% -3.1% -2.5%

Johnson et al. Google’s Multilingual Neural Machine Translation System: Enabling Zero-Shot Translation. 2017
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Multiinqual Transformer: works but ...

e Data: 25 billion sentence Observation:

pairs in 103 languages .
 Model: mTransformer with MINMT is QOOd for
low-resource, but

375million params (larger
than Transformer-big) bad for high/med-
resource

En—Any | High 25 | Med. 52 | Low 25
Bilingual | 29.34 17.50 11.72

AlI—Al 1691 | 12.75

En—Any | 28.75 17.32 12.98

Any—En | High 25 | Med. 52 | Low 25
Bilingual | 37.61 31.41 21.63

AlI—All 3025 | 26.96

Any—En | 36.61 33.66 30.56
Arivazhagan et al. Massively Multilingual Neural Machine Translation in the Wild: Findings and Challenges. 2019 42




Pre-training Fine-tuning Paradigm for MNMT

Who am | ? </s> Where did | come from ? </s> <En>

+

é )

» Transformer Decoder

Where did _ from ? </s>Who | </s> <En>

& J

*

<En> Who am | ? </s> Where did | come from ? </s>

ZN U» b . </s> BT BBH . </s> <Ja>

*

é )

» Transformer Decoder

_BAH . </s> FN __</s> <Ja>

U J

*

<Ja>FN U» & . </s> K= BBH , </s>

~

Sent-MT

Fh (S EHE? </s><Ja>

\

»| Transformer Decoder

/ Who am | ? </s> <En>

3

<Ja>Fh (X 5 ? </s>

Well then . </s> See you tomorrow .</s> <En>

I\

( )

»| Transformer Decoder

=

Doc-MT
ZN Uw» & . </s> T BBH . </s> <Ja>

U J

A

<En> Well then . </s> See you tomorrow .</s>

Multilingual Denoising Pre-Training (mBART) Fine-tuning on Machine Translation

» Multilingual denoising pre-training (25 languages)
— Sentence permutation
—Word-span masking

* Fine-tuning on MT with special language id

Multilingual Denoising Pre-training for Neural Machine Translation [Liu et al., TACL 2020]
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MBART: Multilingual Denoising Pre-training

Instead of a single model. Pre-train & fine-tuning

Languages En-Gu En-Kk En-Vi En-Tr En-Ja En-Ko LOW resource: more than 6
Data Source WMT19 WMT19 IWSLT15 WMT17 IWSLT17 IWSLT17 . .
Size 10K 91K 133K 207K 223K 230K BLEU. But fails in
Direction <« — — — — — — — — — — — extreme|y low-resource
Random 0.0 0.0 0.8 02 236 248 122 9.5 104 123 153 16.3 Sett|ng

mBART2S 03 01 74 25 361 354 225 178 191 194 246 22.6

Languages En-NI En-Ar En-It En-My En-Ne En-Ro
Data Source | ITWSLT17 IWSLT17 IWSLT17 WAT19 FLoRes WMT16

Size 237K 250K 250K 259K 564K 608K
Direction | < — — — — — — — — — — —

Random | 34.6 293 275 169 31.7 28.0 233 349 76 43 340 343
mBART?2S | 43.3 348 376 21.6 398 340 283 369 145 74 378 37.7

. . Medium resource: more than 3
Languages En-Si En-Hi En-Et En-Lt En-Fi En-Lv

Data Source | FLoRes ITTB WMT18  WMTI19  WMT17  WMT17 BLEU improvement
Size | 647K 1.56M 1.94M 2.11M 2.66M 4.50M
Direction | < —> — —> — —> — —> — —> — —

Random | 7.2 1.2 109 142 226 179 181 121 21.8 20.2 156 129
mBART25 | 13.7 33 235 208 278 214 224 153 285 224 193 159

Multilingual Denoising Pre-training for Neural Machine Translation [Liu et al., TACL 2020] 44



MBART on Rich-resource translation

Languages Cs | DS Zh De Ru Fr
Size 11M 15M 25M 28M 29M 41M

Random 16.5 33.2
mBART25 18.0 34.0

* Pre-training slightly hurts performance when >25M parallel sentence are
avallable.

* When a significant amount of bi-text data is given, supervised training are
supposed to wash out the pre-trained weights completely.

Multilingual Denoising Pre-training for Neural Machine Translation [Liu et al., TACL 2020] 45



Summary of Challenges for MNMT

» Uniflied MNMT model has inferior performance than
bilingual models

» Limited performance on zero-shot directions

* Possible causes:
— highly imbalanced parallel data
— parameter interference
— Insufficient use of monolingual data

46



build a single unified Multilingual MT
models with superior performance
on all language directions




Aligning Semantic Representations across Languages
» Key Idea:

1.Words In difference languages with the same meaning should
have the same embedding

—but the training objective does not necessarily encourage that!

ideally

<En> | love you.
Fr . <Fr> Je t'aime.
aime <De> Ich liebe dich
R iero S A e> Ich liebe dich.
:{> <Es> Te quiero.

<[t> 1l amo.

Pre-training Multilingual Neural Machine Translation by Leveraging Alignment Information [Lin et al., EMNLP 2020] 48
Contrastive Learning for Many-to-many Multilingual Neural Machine Translation [Pan et al., ACL 2021]



Aligning Semantic Representations across Languages
» Key Idea:

1.Words In difference languages with the same meaning should
have the same embedding

2.Parallel sentences in difference languages should have the

same representation .
ideally

<En> | love you.
<Fr> Je t'aime.
<De> Ich liebe dich.

Te quiero @@% . |
:{> @ <Es> Te quiero.

chfiebd dick .
De ‘mo <|t> t1 amo.

Pre-training Multilingual Neural Machine Translation by Leveraging Alignment Information [Lin et al., EMNLP 2020] 49
Contrastive Learning for Many-to-many Multilingual Neural Machine Translation [Pan et al., ACL 2021]

Fr
Es

Je t'aime




ldea 1: Training with RAS augmented samples

Pre-training in mRASP

=]
|
'
|
I

Pre-training Multilingual Neural Machine Translation by Leveraging Alignment Information [Lin et al., EMNLP 2020] o0



MRASP: Bringing synonym representations closer

RAS: for each source sentence, randomly pick tokens, substitute with
synonyms in other languages.

pair with original target and train in normal translation objective (cross-entropy)

” raining with translation loss to bring close ”

Pre-training Multilingual Neural Machine Translation by Leveraging Alignment Information [Lin et al., EMNLP 2020] 51



Idea 2: Bring parallel sentence representations closer

I |

<En> | love you. <Fr> Je t'aime. <En> It's sunny.

Contrastive Learning for Many-to-many Multilingual Neural Machine Translation [Pan et al., ACL 2021] 52



MRASP2: Contrastive Learning to bring sentence representations closer

Contrastive Loss: Lctr
Cross Entropy Loss: Lce

A

_ +

| |
Negative Positive Anchor

I <Fr> Je t'aime.

T
[ Encoder ] [ Decoder j
I R

<En> It's sunny. <En> | love you.

<Fr> C’est la vie.

<Fr> Je t’aime. E. ................................................ E

.......................... . sim™ (R(Xi),R(Xj))/T
€
For = ‘Z o8 >, esim (RO)R())/7

Contrastive Learning for Many-to-many Multilingual Neural Machine Translation [Pan et al., ACL 2021] 53



Idea 3: Integrating monolingual data in a unified training framework

¢ Para”el teXt o J'adore chanter | | et danser <EOQS>

<EN id> | like IEER and Pk <FR id> J'adore chanter et danser
singing dancing

o R | | w22 || o || B85 || R || <cos>

<ZH id> R like quel || )| B9 [|Musik e <ZH id> R =% || BpFH A i8] B R I
=R || WiFh || KB a5

Contrastive Learning for Many-to-many Multilingual Neural Machine Translation [Pan et al., ACL 2021] 54



MRASP2: a single MNMT model (no fine-tuning)

Overall Results in all
scenarios: 56 directions

22 21 03 | m-Transformer [ MRASP2

16.5

13.41

11

5.5

Averaged (ALL) 55



MRASP2: Comparable or Better Performance on Supervised Directions

50

38

25

13

Tokenized BLEU on supervised directions

En2Fr

" Bilingual

Fr2En

B m-Transformer

B mRASP w/o ft

En2Tr

Tr2En

En2Es

Es2En

En2Ro Ro02En

B mRASP2

En2Fi

FI2En

56



40

30 -

20 -+

105

Contrastive Learning effectively improves zero-shot translation without hurting

supervised translation performance

| m-Transformer B mRASP (w/o finetune) mMRASP2 w/o AA Bl mRASP2 w/o MC24

SuperVISGd UnsuperV:TSEd' ........................... g  SRN——— g :zéro._.shuo.t:

Monolingual Corpus mainly contributes to unsupervised translation

B mRASP2
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Better Semantic Alighment: Sentence Retrieval

B m-Transformer B mMRASP2 w/o AA B mMRASP2

90 89.6

15-way parallel test set(Ted-M): 2284
samples

85

80

Contrastive Learning and Randomly
Aligned Substitution both contribute
to the improvement on sentence
retrieval

75

70

Averaged Retrieval acc
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MRASP2

presentation

Better Alignment of En, Ja, De Representations !!

m-Transformer

MRASP2 produces Better Semantic Alignment
Visualization of Sentence Re



MRASP Fine-tunes better: Rich resource works
e En->Fr +1.1BLEU.

31 | 47
B Direct CTNMT B XLM B Direct CTNMT I mBART
B MASS B mBERT B mRASP B MRASP
30.25 45.25
29.5 43.5
28.75 II 41.75
} l . B
En2De (Wwmt2016) En2Fr(wmt2014)

Pre-training Multilingual Neural Machine Translatlon by Leveraging Alignment Information [Lin et al., EMNLP 2020] 60



MRASP: Unseen lanquages

* mMRASP generalizes on all exotic scenarios.

___

23.5 21.2

29.9 23.4

RAS 258 267
_-m’% e
141 132 :17.6 19.9

__

12.8
Exotic mRAS 22 7 22 9 32 1 38.1
b -

Target ~1 0.9 24.2 28.2

7.6

12k: Direct not wor mRA§I£5 achieves 16+ BLEU!!

Pre-training Multilingual Neural Machine Translation by Leveraging Alignment Information [Lin et al., EMNLP 2020]




MRASP: Compare with other methods

e MRASP outperforms mBART for all but two language pairs.

Direct B mBART
30 B mRASP

22.5

: 14 ||
7.5 — | P —
0 = — -I II

En2Gu Gu2En En2Kk Kk2En En2Tr Tr2En En2Et Et2En
25

= 0l ol II II
0

En2Fi FIZEn En2Lv Lv2En En2Cs En2De ENn2Fr

Pre-training Multilingual Neural Machine Translation by Leveraging Alignment Information [Lin et al., EMNLP 2020] 62
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Speech Translation



Speech-to-Text Translation(ST

» source language speech(audio) = target lang text

Application Type

* (Non-streaming) ST e.g. video » Cascaded ST
translation  End-to-end ST
e Streaming ST e.g. realtime
conference translation
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End-to-end model: makes ST easier

- ‘%

¥ B3
b | oot = & —{ ponjour |

~

i ASR system MT system
Speech signal Transcription Translation
- Traditional cascade ST system /
4 N
I—VW—] Encoder _, Decoder
ncoder ecodaer .
‘ — . (Transformer)/_b\ (Transformer) - —| bBonjour
Speech signal End-to-end ST model Translation
N /

* Pictures are from our previous video talk at InterSpeech 2021.
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Challenge

» Data scarcity - lack of large parallel audio-translation
COrpus

» Modality Disparity between speech and text

Dataset size (Text) Dataset size
ST vs MT ST vs ASR
5M 4.6 M MuST-C ST dataset 2000

B WMT16 MT dataset

—
Ul
-
-

3.8M

2.5M

2.5M

1.3M

Datasize (hours)

1000
234K

I B
E— ] 0

Datasize (#sentences)

O
<

En-De En-Ru MuST-C ST data ASR data
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Multi-task learning leads to better ST

 To joint train
ST, ASR and MT tasks.

(

(U

N
Transformer

Encoder
* Advantages: R ‘

— Better generalization

c'est un livre.

|

-

W

/ CNN \ Embeddings

— Utilizing large-scale extra

/ Wav2vec 2.0\

with position

<. -l‘ll-l- -l'll-l-l-lllllﬂ'll'l-

[en] This is a book .

(U

Transformer
Decoder

\

j

|

[fr] c'est un livre.

XSTNet (Ye et al., 202111)

[1] Rong Ye, Mingxuan Wang, and Lei Li. XSTNet: End-to-end Speech Translation via Cross-modal Progressive Training. InterSpeech 2021.
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Representation Perspective: Modality Gap Exists!

It isa nicegay!

b tochy?

“What areyou ‘
@ing toao toaay ?”
Alt sa new day full
ofenerqy.

“It'sa new aay O’ ~
full ofenergy.” A

, O" if you takechances

“iIf you take
chances”

[O “Speech” ATranscri_ptj

XSTNet (Ye et al., 202111)

4 ™
Transformer
Encoder c'est un livre.
5 I
0000 O 0 ... 000 p §
[Src ‘agi Transformer
Q ‘L\ A Decoder
. Y,
/ CNN \ Embeddings I

with position [fr] c'est un livre.

/ Wav2vec 2.0\

[1] Rong Ye, Mingxuan Wang, and Lei Li. XSTNet: End-to-end Speech Translation via Cross-modal Progressive Training. InterSpeech 2021.

[en] This is a book .
A °l'|l-l- "'l"""“lll'l'll'l'
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Text and speech with same meaning should be similar in representation!

(a) Current models

It isa niceday! It isa niceday!
“It isa nioeday{’_’_ __________ ‘ “It isa niceday!” a
What areyou going to What are .
(r—__ ) you going to
I Wmtarewu \\\\\ t@}’? . Wf'Ht areyOU ’Q m t@}’?
ing todo tocay ?” ging toao toaay?
Alt sa new day full
) ofenergy. “It'sa new aay
It'sa new dayO, - fullofenergy.” (¥~ It'sa new day full
full ofenergy.’ _ ofenergy.
- ---A |Contrastive
“if you take If you takechanc . if you takechances
chances” - -
[O Speech ATran (Q Speech” ATranscn ptj

(b) Expected

70



Contrastive Learninc

Multitask

| T

<fr> Merci. <en> Thank you.

N — |
Transformer Decoder
t

Transformer Encoder

Cross-modal

Text Emb

LL
I

<en> Thank you .

LASR LCTR: — Zlog -

ConST

cos(u,v)/t
cos(u,v)/t
5% ije J 4 )
Positive example

o Negative example )
| “It isa niceday!” | | It isa niceday! |
i || 2 o g, B (Wi o0
| liketoeart?”}| R :‘~—~‘"§. 2 | liketoeat? J

‘ &

P t§ : T
- — I'=I'I O :I 8’0 r -
| “It'sanewday | ©® & =& oo S 8 | It'sa newday |
| fullofenergy.” }' = \:_:/H>3 a | full ofenergy. J

Q <

: p - — —
“I lowe vanilla GE B | | love vanilla :
icecream. ” [ |icecream.
Speech Transcription
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Experimental Setups

 Datasets

—All 8 directions of MUST-C benchmark
—MT datasets for pretraining

ST (MuST-C) MT
Setti En— | hours #sents name sents
eltings De | 408 234K | WMTI6 4.6M
—WlthOUt external MT data Fr 492 280K || WMTI14 40 8M
—with external MT data Ru | 480 270K | WMTI6  2.5M
Es | 504 270K || WMTI3 15.2M
: Ro | 432 240K | WMTI6 0.6M
B\?VSZEIZm'I'e f It | 465 258K | OPUSI100 1.0M
—VWaVz-1rans ormer1 Pt | 385 211K | OPUSI00 1.0M
—XSTNet (Ye et. al.)l"] NI | 442 253K | OPUS100 1.0M

[1] Rong Ye, Mingxuan Wang, and Lei Li. XSTNet: End-to-end Speech Translation via Cross-modal Progressive Training. InterSpeech 2021.



Both Multi-task and Contrastive Learning are important!

2 .
’ +0.9 BLEU from CL 8.3 +1.2BLEY
—_ from MLT
| 26.3
29-9 24.6
23.8
B without MT
22

L st+ L ctr ConST



Contrastive Learning improves ST

Models External Data | BLEU

Speech Text ASR MT De Es Fr It NI Pt Ro Ru | Avg.

w/o external MT data

Fairseq ST (Wang et al., 2020a) - - - 227 272 329 227 273 281 219 153 | 248
NeurST (Zhao et al., 2021a) - - - 228 274 333 229 272 287 222 151 | 249
Espnet ST (Inaguma et al., 2020) - - - 229 280 328 238 274 28.0 219 156 | 25.1
Dual Decoder (Le et al., 2020) - - - 23.6 281 335 242 276 30.0 229 152 | 25.6
W-Transf. (Ye et al., 2021) v . - 23.6 284 346 240 290 296 224 144 | 25.7
Speechformer (Papi et al., 2021) . - - 23.6  28.5 - : 27.7 - - : :
LightweightAdaptor (Le et al., 2021) - - - 2477 2877 350 250 288 31.1 238 164 | 26.6
Self-training (Pino et al., 2020) v v - 25.2 - 34.5 - - - - - -
SATE (Xu et al., 2021) - - - 25.2 - - - - - - - -
BiKD (Inaguma et al., 2021) : . : 25.3 : 35.3 : : : : : :

viutual-learning ao et al., ZUZI1D

XSTNet (Ye et al., 2021)

ConST

W/ external M1 daia

XSTNet (Ye et al., 2021)
STEMM (Fang et al., 2022)
ConST

NENEN

27.1
28.7
28.3

38.0
37.4
38.3

23.7
24.5
25.6

18.5
17.8
18.9




Visualization:CL draws the distance of two modalities!

A P
/ \\\
/ S
\
/ ~
/ N
60
—— Speech —— Speech
/5-2~.—== Transcript Je
IIII§=§S \\\
~
40 A NN
|‘ A M\ O N \\
HE RN AN 50
|‘\\'\\ |\\\\\\\ \ \
S AR AR
20 L g (RN
TR TH AR
13\ Iyl \
Iyl 1\\‘\\{ ST 25
T AL R T -
| |||\“\\ | \\\\\ v ! /
AT YL |
> I'”h‘\-” PI||I: > 0
M I I
HHNSSRE T
HHL by ', I
‘\\l | 'II
e s
-20 N PR LR -25
\\\\/ S 77 I
\ \-—‘\ [— -~ ’
SRS ~50
-40 \\ \, //
\ -~
N
\
!
- -75
|
::"::!EE;; ‘I Ir~¢l"E!!1l:[-l:] » l
-60 -40 -20 0 20 40 60

-80 -60 -40 -20 0 20 40 60 80

(BLEU=271) (a) w/o éTR loss (b) CxonST

[1] Rong Ye, Mingxuan Wang, and Lei Li. XSTNet: End-to-end Speech Translation via Cross-modal Progressive Training. InterSpeech 2021.
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« . Wanna have a trv?

—

e hitps://hugaingface.co/spaces/ReneeYe/ConS T-speech2text-
translator

ConST: an end-to-end speech translator

ConST is an end-to-end speech-to-text translation model, whose algorithm corresponds to the NAACL 20
Translation” (see the paper at https://arxiv.org/abs/2205.02444 for more details). This is a live dem

better experience, we recommens

“Cross-modal Contrastive Learning for Speech

English into eight European languages. p.s. For

to record audio.

Record something (in Englij

Stop Recording

&

From English to Languages X...

German

.2

Record something (in Englis From English to

short-case.wav German

long-case.wav German

“Best practice on Chrome


https://huggingface.co/spaces/ReneeYe/ConST-speech2text-translator
https://huggingface.co/spaces/ReneeYe/ConST-speech2text-translator

MT works from m

Machine Translation

group

EMNLP 2020 ACL 2021
ACL 2021 REDER

MGNMT NeurlPS 2021
ICLR 2020 Graformer

VOLT Speech Translation : Open Source Library
ACL 2021 LaSS :
best paper awara ACL 2021 ’))LU_@ (0 51?'%? :
RRAS GLAT AAAI 2021 AAAL 2021 E

/(fi‘ q
High performance

Chimer . sequence inference
AC L- F | n d | n gs 202 1 fhttps://github.com/bytedancel/lightseq
EMNLP-Findings 2021 .

KSTER - XSTNet STEMM MeurST

EMNLP 2021 CIAT lnterSpeeCh 2021ACL 2022 | neural speech

EMNLP-Findings 202 | |
NAT-theory o ciart  MOSST ConST translation toolkit

hitps://github.com/bytedance/neurst
ICML 2022 \c 1 r2022 ' ACL 2022 NAACL 2022 ™= omEms=nss



https://github.com/bytedance/neurst
https://github.com/bytedance/lightseq

Summary and Takeawa

* Transformer is powerful MT model
 MT Is still challenging
» Benefits of MNMT

— boosting performance on low-resource
— economic in training/deployment/maintenance

» Bringing representations of words/sentences closer across
languages/modality proves beneficial

— mMRASP & mRASP2: augmenting data with randomly substitute of words
from bilingual lexicon + monolingual reconstruction + contrastive learning

— ConST: contrastive learning to bring speech and text representation
closer

/8



Resource

e Code:
_GRASE  hitps://github.com/PANXiao1994/mRASP2

— ConST: https://github.com/ReneeYe/ConST

e Joint work with

Mingxuan Wang Xiao F Qiangian Dong  Jingjing Xu Yu Bao | i Za|X|ang Zheng Yaomlng Zhu  Zewei Sun

Xiaohui Wang Zehui Lin Ying Xiong * Liwei Wu Chun Gan Xian Qian Yang Wei  Jiangtao Feng Chenyang Huang Chi Han Cheq|Zha


https://github.com/PANXiao1994/mRASP2
https://github.com/ReneeYe/ConST

